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Preface

In several nations during recent years there have been independent and authoritative statements
proposing the application of human factors principles and evidence to certification processes.
Although a majority of these proposals have originated from aviation contexts, they have often
envisaged that human factors should be applied wherever certification is currently conducted.
The initial products of such broad application would not be system specific but could be used in
many contexts, if necessary with some adaptation for particular systems.

The problems that the application of human factors to certification might help to resolve
appear to be most serious in large human-machine systems that share certain definable
characteristics. Such systems have a combination of complexity and integrality, are safety
critical in that the penalties for any fallibility in certification are high, and require some revision
or extension of any existing validation and certification procedures, all of which have evolved
separately for different components or aspects of the system and none of which can deal with
the whole system as a functioning entity.

This volume contains edited papers from a/meeting held at the Chateau de Bonas in France
in July, 1993 to launch the application of human factors to certification. Specialists with
relevant knowledge and experience met for a few days in order to review appropriate subject
matter, to define and evaluate feasible approaches, to consider applications and implications, to
specify topic issues and topic boundaries, and to recommend productive courses of action.
Some of the papers in this volume are tidied versions of texts prepared in advance of the
meeting and they therefore emphasize ideas brought to the meeting, but many have been revised
substantially since the meeting (a few have being completely re-written) to incorporate new or
revised views formed then or since. Much of the time during the meeting was spent in small
groups that discussed assigned themes and presented their conclusions in plenary sessions, and
the Appendix records some of the ideas from these small group discussions. This volume
contains much of the background material for the meeting and mentions many of its ideas and
proposals, but it is not simply a record of the proceedings.

The editors encouraged those invited to prepare material for the meeting to choose their own
approaches to the general theme. Among the wealth of ideas produced, some may initially seem
idealistic or over-ambitious, but they represent aspirations and goals which would denote the
successful application of human factors to certification if they could be achieved, and diluted
versions of objectives do not serve long term interests well. The main concerns were to
generate ideas and provide a forum for informed discussion and evaluation of them, and not to
pre-judge their value or durability which would emerge from subsequent events. An objective
of this initial meeting on human factors and certification was to start to define what the subject-
matter, approaches and techniques should encompass, which implies some consideration of
what should be ruled out as well as of what should be included. The tenuous structuring of the
subject-matter devised for this volume will no doubt be revised as the needs become better
defined.

The two introductory papers contribute to the framework for the meeting. Hopkin is
concerned with ensuring that human factors contributions to certification would not only benefit
certification but also reflect credit on human factors through their high quality. Endsley’s paper
poses the six basic questions which were discussed by the small groups, and thus provides the
rationale for the proceedings of the meeting though not for these texts in advance of it.
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The next six papers present a variety of philosophies and propositions about human factors
certification. Wise and Wise compare a bottom-up approach with the more top~-down approach
which they equate with a systems approach and prefer. Wilson explores what is currently
valuable in certification processes as a step towards realising further benefits, such as better
designs and more professionalism within human factors. Hancock was stimulated by
discussions at the meeting on the reasons for certification to draw parallels between certification
and legislation as processes that constrain diverse and unpredictable entities by imposing
frameworks upon them. Hanes approaches human factors certification by coupling the need to
increase human factors participation in design processes with the practical means by which this
could be achieved. Stein and Wagner, in considering certification in the context of system
validaton, also emphasise the legal status and functions of certification procedures and
processes. Koelman discusses the Operational Concept of future air traffic management
systems in Europe in terms of their combination of tactics and strategies, and notes the intention
to validate but not to certify the Operational Concept.

A series of five papers all adopt a more direct approach to certification activities. Jackson
identifies some currently neglected human factors aspects of existing certification processes,
singling out some social aspects of cognition as of particular significance. Evans believes that
the successful application of certification processes implies adequate human factors involvement
throughout the system design. Taylor and MacLeod draw on their experience of compliance
with human engineering standards in the procurement of advanced aviation system, and
emphasise that certification should require proof of process as well as proof of content and
performance. Gilson and Abbott, in proposing that flight crews be certified for attaining
mastery of sophisticated control systems, also propose criteria through which flight crews
would be able to demonstrate that they had attained the requisite deeper levels of understanding.
Small and Rouse consider system evaluation as a precursor 10 certification, and draw the
distinction that whereas evaluation can show that the system behaves correctly, certification
must show that it can only behave correctly.

Three papers then deal with aspects of human-machine integration. Gibson noted that all the
models for the certification of flight training have to rely ultimately either on expert opinion or
on the actual outcome of training. Haglund describes a project in Sweden that sought to
improve the selection of air traffic controllers and reduce training costs but revealed the limited
value of the selection procedure and a need to revise it. Macleod and Taylor argue that since the
human’s role in human-machine systems has evolved into being primarily cognitive, human
factors certification must include a substantial understanding of and provision for human
cognition in order to be effective.

A group of six papers approach certification issues by discussing topics that should feature
in any established human factors certification of advanced aviation systems. Bernard is
concerned Iest certification has a deregulatory effect because the certification of a system could
lead to loss of control over its subsequent evolution. Tattersall discusses the effects of
workload, in terms of its methods of measurement and of alternative patterns of adjustment to
variations in workload demands. Hancock notes that infallible certification must be inherently
unattainable and suggests that attempts to devise systems that are not only generative and
explorative but also skillful offer a more promising alternative. Day is concerned by the
continuing entanglement of controllers and machines in relation to the attribution of blame for
any failures, and foresees an extension into certification of the problems of this kind that are
already encountered in verification. Westrum, drawing on the role of the test pilot, suggests that
a test controller for air traffic control systems could bring comparable advantages, particularly
with respect to user involvement in system evolution. Bukasa views the application of human
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factors to certification as a welcome sign of increased formalization and institutionalization of
human factors contributions in regard to complex systems.

The next six papers all use ideas that already exist in aviation as a basis for discussing
certification issues. Baldwin addresses the question of how human factors certification should
be managed and organised, and notes that the reluctance of human factors specialists to commit
themselves must be overcome. Harwood and Sanford point towards possible fresh approaches
to certification by describing the field exposure of a forthcoming air traffic control automation
system early in its development cycle instead of immediately prior to its implementation.
Maurino and Galotti suggest how human factors certification requirements might be integrated
into current certification processes, on the basis of existing ICAO regulatory requirements and
guidance material. Paries reviews some aspects of current airworthiness regulations and
certification processes related to human factors and cockpit design from the perspective of the
occurrence of accidents with aircraft that have been properly certificated. McClumpha and
Rudisill consider human factors aspects of civil flight deck certification with particular emphasis
on the human-computer interfaces in automated cockpits.

Three papers address a variety of issues that arise in relation to the certification of complex
future systems. Amalberti and Wibaux, on the basis of French experience with human factors
in the certification of advanced automated cockpits, identify the three main difficulties as the
relationship between human error and accident risk, the evolutionary nature of pilot expertise in
contrast to the non-evolutionary certification requirements, and the status of human factors
findings in relation to certification goals. Gaillard and Leroux contrast cognitive engineering as
an approach to designing new tools with traditional methods of human-machine system
evaluation and validation. Javaux, Masson and De Keyser emphasise that the combination of
complexity and lack of transparency that characterises much current automation also limits the
useris ability to cooperate with such systems.

In two concluding papers, Hopkin describes some current characteristics of human factors
as a discipline that would influence its application to certification, and notes topics that seem
pertinent to the theme of the meeting but were not discussed there. Debons and Horne make
recommendations for further progress based on their retrospective analysis of proceedings in
order to identify needs, and they recommend consideration of an independent agency for human
factors certification.

In the Appendix, the notes are presented from the six discussion groups, respectively tasked
to consider issues of what, why, who, when, where, and how, in regard to the application of
human factors to certification. These notes are largely unedited but remain substantially in the
forms in which the groups chose to present them. Their ideas, frameworks, and provocations
should constitute steps towards further progress.

The success of a meeting of this kind depends on a great deal of work by many people,
before, during, and after the meeting,
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Optimizing Human Factors Contributions
V. David Hopkin

Independent Human Factors Consultant

Introduction

Human factors as a discipline is concerned primarily, though not exclusively, with people in
their work environments. Its objectives are to promote safety, efficiency, well-being, and
productivity by ensuring a good match between the human and the job. This match seeks to
optimize the relationship between human strengths and weaknesses on the one hand, and the
tasks, equipment and demands of the job on the other. Insofar as human factors is based on a
knowledge and understanding of human beings, it can be applied to every work environment
and to every kind of human activity that constitutes human work. Accordingly, human factors
can, and should, be applied to certification processes in general, and to certification processes
in aviation in particular. Based on fundamental human factors knowledge about what humans
are capable of and what they have difficulty with, the application of human factors should result
in improvements and also in a better understanding of why the improvements have occurred,
and of how further improvements might be made.

In principle there appear to be two different ways of relating human factors and certification
processes. One starts from current certification objectives and practices, and suggests how
human factors may be applied to them so that those objectives and practices are more effectively
realized. This can be construed as a form of validation of existing certification objectives and
methods (Wise, Hopkin, & Stager, 1993). Alternatively, human factors is applied primarily to
certification as a process rather than as a product. The aim is to make that process an example
of good human factors. A probable consequence of this approach is that because of human
capabilities and limitations revealed, some of the objectives and practices of certification should
be modified. This paper looks primarily at the second of these alternatives.

Examples of Alternative Approaches

All applications of human factors as a discipline should meet professional standards. They
should constitute "good human factors" insofar as human factors is an independent discipline
with its own criteria of what is and what is not safe, efficient, satisfactory, acceptable, optimal
and compatible with good professional practice. There will occasionally be circumstances when

Human Factors Certification of Advanced Aviation Technologies
Edited by J. A. Wise, V. D. Hopkin, and D. J. Garland
Copyright © 1994 Embry-Riddle Aeronautical University Press
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human factors requirements seem at least initially to be incompatible with those of other
disciplines, and these requirements have to be reconciled to achieve practical agreement on what
to do, yet without compromising basic human factors principles. It is possible to apply human
factors evidence to existing certification processes, but it does not follow that the processes are
acceptable in human factors terms, meet human factors requirements, or have satisfied some
form of human factors audit.

A practical example can illustrate the difference. It is possible to certify a three pointer
altimeter by applying human factors knowledge to it, and by making it as good in human
factors terms as any three pointer altimeter can ever be. But as an altimeter it is still potentially
dangerous under certain circumstances, with a history of human error because it remains too
easy to misread by 10 thousand feet (Hawkins, 1993). What is wrong with the three pointer
altimeter, in human factors terms, is that it has three pointers. A human factors approach which
concentrates on good human factors would emphasize that no three pointer altimeter can ever
meet basic human factors requirements satisfactorily because its well documented deficiencies
are intrinsic to it, and changes to it are at best palliatives that cannot achieve the optimum human
factors recommendation for the depiction of altitude in cockpits.

Human factors also specifies the information criteria to be satisfied. It must be possible not
only to provide the information which pointers can give quite well, such as rate of movement
and rate of change of movement, but also to incorporate a digital read-out of altitude. The way
in which this digital read-out is portrayed must itself meet stringent human factors requirements
in terms of character design, brightness contrast ratio, and size and legibility of numerals,
taking account of the diversity of ambient lighting and pilots' minimum eyesight standards.
Any residual error rates in readings must be demonstrably low, with the remaining sources of
error either being readily noticed and correctable or erring towards safety rather than towards
danger so that, for example, an aircraft may occasionally be too high but will never be too low
and fly into the ground because of an altimeter misreading. This example can encapsulate the
difference between the two possible human factors approaches to certification.

Another example, now of historical interest, concerns the attempts to introduce various
peripheral vision directors into cockpits. The theoretical premise behind these was that they
could visually replicate aspects of the expanding visual field on final approach to an airfield and
thus provide the pilot with intuitive and non-distracting information very much as a streaming
peripheral world does (Hopkin, 1962). Unfortunately, this did not work out in practice. The
principles of a peripheral vision display depended upon human sensitivity to movement in the
visual periphery which indeed is good, but also required the abilities to sense direction of
movement, rate of movement, and rate of change of movement which are poor and fallible in
the periphery. Thus the principles on which the instrument was based constituted an
oversimplification and it never did provide additional information as a bonus without
constituting a distraction or disrupting attention, a limitation which it was intended to
circumvent. Certification for the purpose of meeting objectives which tried to optimize, in
human factors terms, the “methods of portrayal” could be done, but good human factors
practice would suggest that such a device cannot attain its objectives fully because of known
human limitations.

I-5
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Previous New Applications of Human Factors

Another argument for concentrating on good human factors in certification rather than simply
the meeting of objectives is that the former has been the more customary practice when human
factors has been introduced to a new application for the first time. The approach to the study of
aviation maps exemplifies this (Hopkin & Taylor, 1979). A problem arose when it was found
that the maps in use could not survive the photographic processing required to present them in a
projected moving map display. One of the first steps was to commission a real map drawn by
cartographic draftsmen, printed on cartographic presses and using standard cartographic paper
and inks. The specification of this map was drawn up on the basis that it was not primarily
treated as a map, but as an information display. Relevant evidence in human factors
handbooks, standards and guidelines was applied to compile the map specification according to
these perceptual principles for the portrayal of information, and coupled with a task analysis of
how the map was used and what it was used for. A full description was derived of how and to
what extent the photographic processing affected the cartographic information categories on the
map.

The resulting product was received with some skepticism in the cartographic world because
it violated some traditional cartographic principles. However, it proved better than expected,
and it provided an excellent experimental tool to ascertain which of the existing human factors
visual principles could be extrapolated to maps and which could not. Maps were far more
complex visually than most of the previous applications of those perceptual principles at the
time. The experimental map provided a kind of short cut (Taylor, 1976). It represented good
human factors and it revealed where there were incipient incompatibilities or discrepancies
between existing cartographic practices, objectives and forms of validation and those which
would receive a human factors stamp of approval. In such circumstances it is vital not to pre-
suppose that either discipline, whether cartography or human factors, has a monopoly of
wisdom. Usually each discipline introduces further factors which the other has not hitherto
considered to be relevant. Once identified, these explain disagreements and point towards
optimum compromises.

Categorizations

If human factors as a discipline is applied solely to help existing certification objectives to be
met, then the existing categorization of certification practices would be accepted. For example,
the distinction between the certification of equipment, of procedures, and of personnel would
be retained, although this distinction seems dubious in human factors terms, partly because of
the apparent extent of their interdependence. An approach which tries to optimize the human
factors however, would examine possible alternatives to existing classifications of certification
processes for their compatibility with human factors objectives, with a view to identifying
feasible alternatives and resolving any differences. The purpose here is not to be obstructive or
stir contention and it certainly is not to call into question current certification processes. Such
an approach would be foolish because the ultimate application of human factors to certification
requires the collaboration of those concerned with certification, just as the introduction of
human factors into cartography relied on the collaboration of cartographers. The objective is to
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ensure that human factors as a discipline is not initially compromised. The known
requirements that have to be met in relation to certification are stated in their own right also
from the outset, for they must not be compromised beforehand either. The best outcomes
cannot be achieved if either of the disciplines, whether human factors or certification, has been
compromised before the attempt to reach practical solutions has even begun.

Human Factors Professional Practices

Another reason for preferring the optimization of human factors in applications is that at some
point the question arises of who has the authority to rule whether the human factors
contributions to the certification process constitute good human factors practice. An
authoritative view on this can scarcely come from outside the discipline of human factors itself.
A procedure may be required that is somewhat analogous to submitting papers to journals for
professional and peer review. Depth of knowledge of human factors and an understanding of
certification are needed in order to pronounce authoritatively on the quality of the human factors
work applied to it.

One of the issues that arises in applying human factors to certification is whether human
factors practices and recommendations from other applications can be transferred to
certification, or certification poses a significant proportion of different human factors problems
that are specific to it, for which new solutions have to be found and proved. Maps again
provide an example: the tendency was to treat their human factors problems as unique because
maps had the visual complexity of their coding greatly exceeded that of most other displays to
which human factors principles of visual information coding had been applied. It is also
difficult to justify the transfer of existing human factors practices if they themselves do not
constitute good human factors but are simply a set of empirical practices which have sufficed to
meet objectives elsewhere, but for which no claim that they constitute ideal human factors can
be proved. If they are simply a means of optimizing (in human factors terms) solutions adopted
by others without reference to human factors implications, then they are scarcely suitable for
transferring out of context to another application, whether it is certification, validation,
maintenance or whatever.

One aspect where it seems essential to insist on good human factors concerns the issue of
teachability. It is possible to devise certification or other processes which may be fulfilled by
those select few who have devised them but are very difficult indeed for others to implement
because they cannot be taught, although they can be done. An aspect of good human factors is
to insist that teachability is examined so that a new option is not rendered impractical because of
insuperable training problems.

The Introduction of Human Factors into Certification

A central issue is how to get started in any process of applying human factors to certification.
How could it be applied? What would it be necessary to do? How would it be possible to
recognize what kinds of functions are suitable for human factors certification? What procedures
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must be followed to achieve a human factors certification of equipment, of procedures, of
personnel, or of all or some of them in combination? Commonly, one may start with a task
analysis of the certification processes, but human factors also addresses those processes
themselves and the extent to which the processes meet human factors requirements or could be
improved or modified to do so. This is not to question the competence, skills, knowledge and
experience of those currently concerned with certification, but to bring out how knowledge of
human capabilities and limitations might enhance these processes, make them more efficient,
more reliable, quicker, and more consistent. It follows if the emphasis is on good human
factors that a human factors specialist must have the authority to pronounce whether the human
factors is good (not whether the certification is good). It also follows that people with specialist
human factors knowledge need to have a practical role in the certification processes. This does
not mean, and is not intended to mean, that they should serve the functions of those concerned
with certification, or that they need to have the whole range of skill, knowledge and experience
of professional certification specialists. It is common to find in various certification procedures
that it is necessary to call on other professional expertise to pronounce on particular aspects of
what is being certified. Numerous disciplines may contribute in this way to check for example,
that various kinds of engineered items meet the requirements, that the software is reliable, that
there are no medical problems and so on. A human factors contribution would be to certify that
there are no serious human factors problems either, and the role would be analogous to that of
other professions whose knowledge may be needed to complete the certification process in
certain circumstances.

Preferably, this should not be a random or apparently arbitrary process. Usually the human
factors specialist is not only the best to say whether human factors problems have been
satisfactorily resolved, but also to identify the human factors issues present. People in other
disciplines do not compromise the fundamentals of their disciplines in order to provide a
certification that may not be adequate. If the software is unsatisfactory, the software specialist
must say so. Similarly, if the human factors aspects are unsatisfactory, the human factors
specialist must say so.

This raises the question of the quality of existing human factors data, and whether it is
suitable for such certification purposes (Boff & Lincoln, 1988). Obviously much of the
evidence, for example, about portrayal of information, characteristics of input devices, and the
criteria the communications channels must meet, is thoroughly reputable and well validated in
most circumstances, but some cognitive recommendations, about the roles of human memory
and understanding for example, may rely on fewer or less well established data. Every
discipline contributing to the certification process can only use the best data available and those
data become more suitable for certification as the discipline advances. Human factors is not an
exception to this. One of the reasons however, for needing a human factors specialist, and one
of the constituents of good human factors, is a knowledge of the evidence on which human
factors guidelines and recommendations are based. Knowledge of the strength of that evidence
indicates how far that evidence may be compromised or modified to meet certification
requirements and where it must not be.



8 Hopkin

Résumé

It is contended that the application of human factors to certification should be regarded
primarily as a process rather than a product, and that the human factors applications should
exemplify good human factors practice even though they may prescribe changes in existing
certification processes. Some human factors problems in certification can have no optimum
solution unless the human limitations in which they originate can be traced. Certification will
reveal relevant issues that are familiar to one discipline and unknown to another. These are a
potential source of disagreement but also point towards compromises. Human factors
specialists should make contributions to certification processes which guarantee recognition of
human factors implications. The objectives are not to oust those whose profession is
certification nor to undermine their authority, but to exercise human factors influences
throughout certification and to demonstrate the acceptability of certification processes in human
factors terms. The relationship between human factors and certification should be collaborative
and mutually beneficial, since both share the same ultimate system objectives.
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Aviation System Certification: Challenges and
Opportunities

Mica R. Endsley

Texas Tech University

Purview

In dealing with the issue of aviation system certification six basic questions must be addressed:
why, what, who, when. where, and how.

Why?

Perhaps the first question should be, “why certify?” The best argument for certification is to
meet the desire of insuring the safety of the flying public. If we assume that adherence to
human factors design principles and guidelines will achieve safer, less error prone systems, it
makes sense to require that good human factors be incorporated into system designs and to
implement a certification process to see to it that this requirement is met.

There are those who would argue that we cannot ensure the safety of any system, that any
certification process is bound to be limited and constrained and, therefore, that certification is
costly and ineffective and should not be bothered with. While these concerns are valid, I would
argue that perhaps the only thing worse than certifying is not certifying. While there is no
guarantee that certification itself will result in a completely safe system, the requirement for
certification will go a long way towards encouraging system developers to incorporate human
factors considerations into the design process. The political and economic realities of
organizations dictate that little attention be paid to human factors unless there is a requirement
for it and unless the success of the system (in terms of sales and acceptability to customers) is
dependent on the degree to which the system meets these requirements. While there is no
guarantee that this process will result in a truly, 100% safe system, it will bring us much closer
than throwing up our hands in defeat over the inadequacies of our science.

What?

A more important question is, “what should be certified?” The most obvious answer is, of
course, aircraft. But what kinds of aircraft — gliders, helicopters, hot air balloons, general
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aviation, commercial aircraft, and/or military aircraft? The greatest emphasis has been placed on
commercial and military aircraft due to the greater complexity and potential impact of these
systems. Yet this is not the whole aviation system, and each part ever increasingly relates to
other parts.

1 will put forth that increased attention needs to be paid to human factors certification of the
whole aviation system: air traffic control consoles and systems, airway facilities, and
maintenance systems. Too often these systems get ignored because after all, “all the real action
takes place in the cockpit.” Ignoring human factors considerations in the rest of the aviation
system will create weak links in the chain because safe flying depends on all of these
components. The controllers and maintenance personnel involved are as susceptible to error as
anyone, despite their admirable dedication and perseverance in the face of often difficult
circumnstances.

Many aviation accidents can be linked to mechanical failures which either lead to an accident
or add to other factors to create an accident. How many of those failures could have been
prevented by more/better/different maintenance that may not be currently feasible or cost
effective? How many light bulbs take an hour to change, leading to pilots rushing to make up
for lost time? How many important bolts get left off because putting them in takes someone
with the agility of Houdini, the strength of Schwarzenegger and the endurance of Spitz? How
many navigation aids go out because of the challenges they pose to their maintainers? This is a
greatly neglected area for which the human factors considerations are very real and which needs
to be included in certification if it is ever to receive the attention that is needed. Certification
needs to incorporate aviation systems: aircraft cockpits and maintenance interfaces, air traffic
control interfaces, and supporting aviation facilities. Only by looking at human factors issues
resident in each of these systems and the interaction between them will the goals of certification
be met.

Who?

Who should perform certification? This is a critical issue. The bottom line is that a system's
customer must ultimately certify that their requirements are met. But who is the customer? An
airline, a regulating body, the public? As a society we often look to regulatory agencies to
assume the role of “customer” on behalf of the large body of people and numerous
organizations involved.

Perhaps the better question is “who within these organizations will certify?” The requirement
for certification is an empty one if personnel performing the certification do not possess the
necessary knowledge in human capabilities and limitations, design principles, testing
procedures, experimental methods, etc. Currently, anyone can call themselves an ergonomist or
human factors professional, with or without benefit of any of this knowledge (and many do).
This is disturbing. Achieving a good design (and certifying a good design) requires a lot more
than simply checking off fixed rules listed in some document. It is often dependent on the
integration and interaction of various system components, of the tasks that are performed, of
the characteristics of the specific user population, and of their experiences with other systems
not even under consideration in the design at hand. Checklists fall far short of meeting these
demands. Certification requires that the persons doing the certifying have a good understanding
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of how people function, of what works and what does not, and of how to go about evaluating a
particular combination of components constructed in unique ways.

I will therefore assert that human factors certification of aviation systems needs to be
performed by those who are certified to do so. The certification of human factors professionals
is, in and of itself, difficult and troublesome and has been the subject of its own heated debate
which shall not be repeated here. Even though certification will not ensure that the individuals
so designated practice “good human factors” in their efforts, it will serve to ensure some
minimum level of knowledge deemed important to the process. The ability of individuals to
perform different tasks is highly variable, despite factors like training and experience, and this
is no less so for human factors professionals. Although certifying the certifiers will not insure
their competence, I again will argue that the only thing worse than certifying is not certifying.

The exact nature and content of this certification is debatable. Should the person have basic
competence in human factors knowledge in general, or is a specialized body of knowledge in
aviation system certification required? What is required for the certifier: testing, passing certain
courses, experience, and/or demonstrated know-how in practice? This issue is its own barrel of
monkeys, but one which we must open if the goals of aviation certification are to be met.

When?

A factor which will largely impinge on the success of the certification process is when it occurs.
Certification is generally thought of as a final process: a test to be passed at the end of a
system's development as the final hurdle before employment. This, however, is actually when
the least amount of good can be done. Years of development work and often millions of dollars
have been spent in creating the product that is put forth for certification. When a human factors
evaluations reveals deficiencies — from things which are less then desirable to things which are
major problems — there is a natural organizational tendency to balk at making what, at this
point, will be extremely expensive changes. Certifiers find themselves as in the position of
determining what is really bad, and what may be tolerable with a lot of training. Ultimately, we
hope for better from certification, but when applied in this manner, better is difficult to get.

A far more preferable way to apply certification is as an ongoing process rather than a final
test. First, the system's designers need to be fully cognizant of what will be required for
certification: what design guidelines are expected, what tests will be performed, and what
criteria will be used. Armed with this knowledge (and the sure reality that they will be held to
if), the savvy organization can incorporate human factors as a part of the design process. This is
probably the only way certification will come close to meeting its goals. To be successful,
certification requirements and procedures need to be incorporated throughout the design process
by the design organization with the cooperation/advice/interaction of the certifiers. The actual
certification then becomes a far simpler culminating event, and less trial by fire.
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Where?

Highly related to when is the question of where. As a process, the design organization needs to
have adequate facilities for incorporating human factors considerations into the design — from
prototyping tools to simulation facilities, where necessary. The certifying organization also
must be prepared to perform the required final testing. The ultimate certification of any system
is its performance in the field over an extended period of time with its designated user
population. This of course may be not only unreasonably untimely but unsafe as well. While a
certain degree of field testing is probably ultimately necessary, laboratory and/or simulator-
based testing are probably indicated for most systems to meet this need.

How?

The hardest question - how — has been saved for last. Given that we want to certify and have
reasonably competent people for doing so, how should we really go about certifying any
system? Arriving at this answer is probably more than can be achieved, even in this workshop.
At best, at this point, some issues that need to be incorporated can be discussed.

First, certification needs to require that basic human factors design principles have been
adhered to. We have learned a few things in the past 50 years. Many concrete do's and don'ts
have been established and can be readily examined in any system's design. Many of these are
summarized in established standards such as MIL-STD-1472.

Next, certification needs to address the fact that many serious human factors issues can not
be or are not addressed in these guidelines and standards. Such standards are almost always out
of date by the time they are printed. The rapid pace of technological change presents a moving
target. As a profession, we are constantly trying to keep pace with this change to develop
standards for technologies which had never been considered or for which standards were not
possible before. Even worse, each innovation (and specific implementation) creates a ripple
effect in changing the way people interact with other parts of the system. For this reason,
certification standards need to form a “living document” that can incorporate new knowledge as
its generated (in itself this will create a serious challenge for certification).

Third, the system as a whole must be certified. Most design guidelines apply to components
— a gauge, a lever, a chair. Many human factors issues, though, have to do with how those
components are brought together and interact with each other in the context of particular tasks
and with particular user populations. The acceptability of a given system design configuration
cannot be adequately assessed in a vacuum. Certification must ultimately take into account how
the system as a whole is used, how various components interact with each other in producing
the system's performance, and who is using it. This requires that a complete understanding of
the proposed (and possible) uses of the system be determined.

Finally, evaluating the implementation of complex system components, such as automation,
is a tricky job. Certification needs to incorporate the application of established procedures to
address issues like this that are not readily comparable to a handy guideline. Determining what
these procedures should be and appropriate criteria to be used in the process is paramount.

Certification is neither simple nor straightforward. It is, however, a worthwhile objective
which can provide benefits through the realization of well designed aviation systems that come
as close as possible to the goals of safety and efficiency in the aviation system.
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Introduction

The field of human factors is as varied and diverse as the human subject itself. But one of its
most important applications is the facilitation of safety and efficiency in a particular working
environment through the implementation of paradigms known about the human and their
working relationship with machines and systems. During the period since World War II (which
is often viewed as the birth of Human Factors) no area has been the subject of more human
factors research than aviation. And in no time during that epoch is the influence of human
factors more important, nor more imperative than it is today.

As technology driven designs have been finding their way into the national airspace system
(NAS), there has been growing concern within the aviation industry itself, the Federal Aviation
Administration (FAA), and the general public for a means by which to certify complex systems
and the advanced aviation technologies that will be responsible for transporting, directing, and
maintaining our airborne travel. While it is widely agreed human factors certification is
desirable, the philosophy that will underlie the approach is debatable.

There are, in general, two different approaches to certification: 1) the top-down or systems
approach; and, 2) the bottom-up or monadical approach. The top-down approach is
characterized by the underlying assumption that certification can be best achieved by looking at
the system as a whole, understanding its objectives and operating environment, then examining
the constituent parts. In an aircraft cockpit, this would be accomplished by first examining what
the aircraft is supposed to do (e.g., fighter, general aviation, passenger), identifying its
operating environment (IFR, VMC, combat, etc.) and looking at the entire working system
which includes the hardware, software, liveware and their interactions; then, evaluative
measures can be applied to the subsystems (e.g., individual instruments, CRT displays,
controls).

The bottom-up approach is founded on the philosophy that the whole can be best served by
first examining it constituent elements. This approach would perform the above certification
completely antithetically, by looking at the individual parts and certifying good human factors
applications to those parts under the basic assumption that thewhole is equal to the sum of its
parts.

Human Factors Certification of Advanced Aviation Technologies
Edited by J. A. Wise, V. D. Hopkin, and D. J. Garland
Copyright © 1994 Embry-Riddle Aeronautical University Press

Tow e 4

/0.

PACE _L\:Lm._ PNTENTIONALLY B ARNK

P



16 Wise & Wise

This paper will attempt to form an argument for the top-down (systems) approach, while
addressing arguments against it, and pointing out the shortcomings and erroneous assumptions
inherent within the bottom-up approach.

Certification

To develop a cogent argument outlining the advantages of the top-down approach to
certification, it must first be established what the goals of the certification process are in
general, and the certification problems that human factors will attempt to overcome.
Certification, in a generic sense, is the process by which a product is declared appropriate for a
particular task in that it matches or exceeds a previously defined set of “‘design to” criteria. In
being “certified,” it is implicitly understood that the product will safely and effectively perform
the task for which it was designed.

Of Aviation Technologies

Certification of advanced aviation technologies involves, many times, the evaluation of
products which are technologically new and previously unused or untested. This, in itself,
poses an interesting problem because with uncharted equipment the standards by which
previous, like, products had been evaluated now become obsolete and inapplicable.

Certification of aviation technologies is also unique from some other certification problems
because of the extensive and unavoidable interplay between many systems, so that the systems
themselves can be looked upon as subsystems of a larger system. For example, ATC, the fleet
of aircraft, and maintenance could be seen as systems unto themselves, but on a larger, more
universal scale, their boundaries are not so narrowly defined; each of the aforementioned
“systems” are merely players in the entire NAS. Therefore, the certification of each of these
interrelated entities by themselves falls, trapped, into the quagmire of “fuzzy” certification,
which is neither desirable nor acceptable.

The challenge, then, is to overcome these obstacles. The means for doing so appears to be
the implementation of the systems approach to certification. Because the foundation of this
theory is built on the premise that the system as a whole is more important than the parts of that
system, it could be argued that, by its nature, it avoids the aforementioned problems.

The Systems Approach

A system can be defined (in a broad sense) as the collaboration of functionally similar objects
(humans, machines) working towards a common goal within its respective environment. The
first and most important aspect in designing any system is to clearly define the goals and
objectives of the system (Christensen, 1987; Meister, 1987). In an automobile, the goal is safe,
efficient, land travel; in the government, the goal (at least hypothetically) is to serve and protect
the citizens; and in the airspace system, the goal is to provide safe, expedient, air transport.
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Since the first step in developing a system is the identify the goals, so should the first step in
certifying that system be to identify the goals, then certify that system based on those goals.

What Came First: The product or the idea?

Thomas Edison once said that a new invention consisted of “one percent inspiration and 99
percent perspiration.” But, the inspiration, the invention’s objective/goal, comes first. The first
step in developing any system is to first define what the goals will be; it is impossible, if not
inconceivable, to begin to build a system without first deciding what it is going to do. The
Wright Brothers did not just begin to assemble pieces of wood and paper, only to find out, to
their amazement, that the “thing” they built could fly.

Just as the goals of the system are a prerequisite for its development, so should they be a
prerequisite for the system’s certification. The definition of a system’s goals dictates the means
by which the certification of the subsequent subsystems should be handled. It seems illogical
and erroneous to attempt certification of products without first considering what the ultimate
goal of the product is when it is placed in the context of the system.

Starting with the system’s goal and working down provides a framework within which an
evaluator can examine the parts as contributing factors towards said goal. This eliminates
excessive redundancy among components and does not leave room for certain vital components
to be left out of the system.

Working Environment

The systems approach looks at the system and the elements of the system in their working
environment, and therefore can evaluate the system’s ergonomic layout. By this we are
referring to the positioning of controls, instruments, displays, etc., within the system and their
functional relations to each other. This would be similar to a task analysis, where one wants to
examine the physical relationship of functionally similar, and operationally dependent objects in
the workplace. This certification is particularly applicable when introducing a new instrument
or device into a workstation, in which it ends up being placed wherever an opening is available.

Going from a bottom-up approach, a yoke, for example, could be certified to be poses all of
the characteristics of a sound human factors yoke, and it is certified on this criterion, but the
evaluation ends there. The yoke, in all of its glory, is not optimally usable if it is placed behind
the pilot’s seat by the engineers. It is analogous to writing a book of poetry in Egyptian
hieroglyphics in the twentieth century; while it may contain brilliant thyme scheme and flowing
poetic prose, no one can read it — it is merely wasted paper. Something is only as good as it is
usable.

In contrast to the bottom-up approach, a top-down approach would look at a working
simulation of the aforementioned cockpit, and ergonomic problems like the one mentioned
above would be recognized. While it is not at all likely that such a huge error would ever come
about, the point is still valid, and the problem is still real.

Not only does a system’s ergonomic environment need to be considered in certification, but
its operational environment needs to be considered as well. By operational environment we are
referring to lighting, weather, temperature, etc. The minimum light emittance needed for a
display or instrument is directly related to the environment that it will be use in. Therefore it is
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necessary to evaluate the instrument while in those conditions. This is not easily accomplished
through a bottom-up technique, but is easily evaluated within the systems approach.

It could be argued, by the bottom-up proponents, that the product’s environment could be
replicated during the evaluation to take into consideration the lighting, for example. But, this
only really takes care of half of the problem, because another consideration is the light being
emitted from other displays, the glare, due to the angle of the display in the system, etc. All of
these environmental factors would theoretically be observed in the systems approach through a
simulation or mock-up.

Money, Money, Money

The major drivers in any system, whether it be in the developmental, evaluative or production
stages, are cost and cost efficiency. The top-down approach is cost effective in two ways: 1)
the certification personnel is not required to spend the same amount of time on every product in
the system because not every part of the system is forced to meet the same criterion of human
factors engineering; and 2) money is saved in the production of the products because of
weighted criterion..

Toilet Seats and Tool Boxes. The United States Government was under a great deal of scrutiny
in the mid 1980’s for purchasing miscellaneous items for its fleet of C-130’s (a military
transport plane) which appeared to have greatly inflated prices attached to them; some examples
were $15,000 toilet seats and $5,000 wrenches. The government justified the purchases by
claiming that the equipment had to be “perfect” in order to be usable and safe in their
operational environment. While the prices paid for those products were probably justifiable
{because of the research and development costs for a few production items), it gives insight to
problems that could be arise out of bottom-up certification: setting outrageously high standards
for a product before its relative importance in the system and the system’s environment are
known.

If every product in the NAS had to be evaluated by the same standards, the prices for the
products would be exorbitant. No one would argue that the toilet seats on a Boing 757 should
have to comply with the same human factors standards as the plane’s navigation system, to take
it to the logical extreme. But, where is the line drawn? How can one judge which products need
to pass strict human factors and ergonomic tests, without first looking at its role within the
system. The point is that you cannot. As a result, every product, every display, control and
widget would be subject to the same meticulous human factors standards. This would result in
exorbitant prices for the products which would be felt directly by manufacturers and indirectly
by the paying airline passengers.

The systems approach would look at the system and the parts that make up that system and
do something that the bottom-up approach cannot do: decide the relative importance of each
part, and be able to make a well informed decision as to what standards by which they need to
be evaluated. So, a rarely used, unimportant product does not have as much time and money
spent in its certification as a relatively vital, often used product.

In this way, the systems approach would require a reevaluation and alteration of current
certification standards. Products should to be evaluated on their functional importance: first,
and human factors standards; second, where depending upon the first cause human factors
certification may or may not be necessary. For example, if a job required an employee to shovel
three pounds of coal from the coal pile to the furnace each day, there would be no need to
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certify that shovel to optimize ergonomic standards. Any shovel from the local hardware store
would satisfy the requirements sufficiently, and to require anything else would be superfluous,
and cost inefficient. On the other hand, if the shovel were to be used eight hours a day, five
days a week then it should be subject to more stringent encompassing human factors standards.

Workload

One of the main objectives in any human factors effort is to insure a good fit between the
humans and the machines they operate. This is done several ways, including personnel
selection, training, manning, etc.; underlying all of these processes is an evaluation of the
workload incurred by the human while operating the system, whether it be psychological or
physiological.

Workload is a very important aspect of any system design, and it is something that must be
examined in the certification process. The top-down and the bottom-up approaches address the
issue from different angles. The bottom-up approach would look at each part of the system and
measure the workload involved with running that particular part. Then by summing all of the
measurements, a gauge as to the amount of total workload that would be present in the entire
system should be had. The problem with this is that, once again, there should be significant
differences with the parts by themselves and with the human’s management of those parts
when they are incorporated into the system. This method does not take into account secondary
tasks. There could be a significantly different amount of workload incurred by the human when
they are operating the entire system, than the original guesstimation made; and this number
could be either high or low. Since, neither a high nor low workload is desirable because of
documented performance deficiencies (Rohmert, 1987), there needs to be a more accurate
method: the systems approach.

The systems approach would have the advantage of observing the operator while managing
the entire system. Subjective and objective tests could be run to determine the amount of
workload, and appropriate measures could be taken to increase the crew, decrease the crew or
leave it the same.

Bottom-Up Approach

Several of the problems which are inherent within the bottom-up approach have been described
above. In addition to those problems there are others which not only show this evaluative
philosophy to be incompatible with certification, but indeed prove it to be undesirable as well.

Inductive Conclusions

It has been argued by many well-respected modern philosophers, including David Hume and
Immanuel Kant, that inductive arguments and assumptions can never be validated. The nature
of an inductive assumption is that by observing past examples of a particular event, one
concludes that: in the future, a similar cause will produce the same effect. For example, if we
drop a penny, at time, t,, and it falls towards earth, it will necessarily fall to earth at time, t,.
According to Hume there are no necessary causal connections, and any attempt to predict the
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future from the past is a fallacious one that it is built on a circular argument. Kant, not as
critical, said that there is causality, but we can still never validate a future event based on similar
past events.

The process of certification requires us employ inductive logic. We are essentially saying
that “if X works now at t,, then it will work in the future at t,.” Induction is a necessary part of
certification and cannot be overcome or circumvented. But the number of times that an
inductive conclusion must be drawn can be minimized. As with all necessary evils, the less the
better.

Top-down certification must only use inductive logic once: i.e., in certifying that since the
system works well during the evaluation, then it will work well in the future (in production
use).

Bottom-up certification employs inductive reasoning early as well as later in the certification
process, thereby making the probability of error more than twice as great. The human factors
certification personnel must not only certify that part X will work when placed in the system —
the first case of induction; but, they also must also assume that the system will work when fully
implemented — the second occurrence of induction.

Whole # Sum of the Parts

“_..Because undermining the foundation will cause whatever has been built upon them to fall
down of its own accord.” - René Descartes

It does not take an advanced degree in engineering physics to deduct that a house that is made
out of bricks could not be built on a foundation made out of straw, without collapsing under its
own weight. Basic physics (and common sense) tells us that any physical structure is only as
sturdy as the foundation upon which it is built. Similarly, in logic, an argument is only valid if
the premises upon which it is “built” are true. If the foundation is weak or the premises are
shown to be untrue, the argument crumbles under the weight of invalidity. Bottom-up
certification is guilty of being built on a straw foundation.

Bottom-up certification uses as its foundation the premise that the whole is equal to the sum
of its parts. While this statement may be true with a jigsaw puzzle, it is certainly not true in
certification, nor any scientific endeavour. As far back as Aristotle — one of the first enquiring
scientific minds and logicians — it has been recognized that:

... We often fall into error because our conclusion is not in fact primary and commensurate
universally in the sense which we think we prove it so. We make this mistake when... the
subject (element) which the demonstrator takes as a whole is really only part of a larger
whole.

In certification terms, Aristotle would be saying that we often err when certifying a part as a
entity in and of itself, when it is truly only a part of a larger whole — the system.

Later in Posterior Analytics, Aristotle’s argument further repudiates the use of the bottom-up
approach in certification. It says that while a part can be certified by itself the truth of that
certification is only applicable to the part individually; it would not be true universally, because
the part is in fact different when it is placed in the system.

With this weakness exposed the foundation upon which bottom-up certification rests is
undermined — the theory is invalid.
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A Bad Product with Good Certification Criteria

Another, less philosophical, more practical, problem has to do with certification criteria, and
the role of the certification personnel in the process. It is conceivable for a product to be valid
by human factors standards without being desirable by them. The three-pointer altimeter
provides an excellent example (Hopkin, 1994). The altimeter could be certified on the grounds
that it provides excellent contrast, brightness and font size. It is Jjudged that it could be visible
from every part of the cockpit, and from a performance standpoint it is accurate to +/- 0.5 feet.
The problem with this instrument obviously does not within its design, but within the
instrument itself.

Incident reports, and experiments analysis of the three-pointer altimeter have shown that is
responsible for pilot-induced errors a dangerous amount of times. Misreading of 10,000 feet
are not uncommon. Therefore, perfectly sound human factors instrument, is not a good
instrument. This once again ties back to the problem of certifying a product, without looking at
it in its working environment. In the bottom-up approach, this instrument, could be certified;
not to say that it would not in the systems approach, but it is much less likely.

A Portrait of the Artist as a Certifier. To illustrate (quite literally) an error that can occur by
using a bottom-up certification process, I will use an analogy: The Analogy of an Artist as
Certification Personnel.

Imagine that you were hired out as a professional art certification consultant. This job
required that you look at different pieces of art, then certify whether or not they represent what
they are supposed to (e.g. an eye looks like an eye; a cow looks like a cow). One of your
clients, a not to bright artist, comes to you and asks you to certify an eye for him which he has
recently sketched (it looks like Figure 1). The eye looks good — good proportions, proper
relationship between the pupil, iris, etc. - so you give it your stamp of approval: A good eye.

Over the course of the next two months the same dimwitted artist shows you another eye,
then a nose, and then a mouth, all of which look like what they should represent; again the
obligatory stamp of approval given for each feature. Finally, a couple of weeks later he shows
you the whole thing, which looks like Figure 2.

Figure 1. A good eye

The picture is poorly drawn, not because any of the parts themselves are poor, nor because
they features are improperly aligned. The picture is poorly drawn because each feature was
certified without knowing what the ultimate goal of the painting would be. Each feature, by
itself is a good drawing (open for debate), and accurately represents the its respective object.
But, when summed together, the whole is wrong.
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Figure 2. A bad face.

Conclusion

Certification of advanced aviation technologies should not only pose a unique professional
challenge for the human factors expert as a scientist, but also as a consumer, who wants to
have the safest air transportation for her and her family. To insure this safety, the best possible
method of certification should be employed: the systems approach. This is not to say that the
systems approach is infallible, but it certainly is superior to the bottom up-approach. The
effectiveness of any certification is only as good as the individual(s) petforming it. But, taking
human error, or misjudgments out of the picture, the systems approach is more sound
fundamentally, practically and philosophically.

It is because of its superiority and not it infallibility that the top-down approach is better
suited to certification. David Hume (1977), philosophical empiricist, argued that human
judgments and scientific decisions are always made after one entertains two or more opposing
arguments, examining the possibility of each by weighing the their relative proofs, then
believing the strongest case. “In all cases we must balance the opposite experiments, where
they are opposite, and deduct the smaller number from the greater, in order to know the exact
force of the superior evidence” (p. 74).

In this situation, the top-down approach provides the strongest case towards its cause; while
agreeably it brandishes some problems, the positives highly outweigh the negatives. And from
a Humian approach to decision making should rightly be chosen over its counterpart.
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A Rose By Any Other Name: Certification Seen As
Process Rather Than Content

John R. Wilson /o s

L [
University of Nottingham \

Introduction

It is perhaps indicative of perceptions and knowledge about certification that a small sample of
colleagues, on hearing that I was writing this paper, all assumed it was to do with certification
of human factors or ergonomics professionals. On the other hand, this may just illustrate the
self-referential nature of professional groups and genuine concerns about professional
certification, and these concerns are germane to the present argument since certification of
systems may in the end be reduced to certification of professionals in the process (this is an
issue returned to below). In fact, misunderstanding over the term "certification” may be in part
responsible for misgivings and a lack of a wholehearted welcome for it, certainly amongst some
ergonomists of the author's acquaintance. If it is seen as a formalisation and standardisation of
their activities, then there is considerable opposition. When explained as a "design review and
approvals” procedure, response seems more favourable.

Green (1990) believes that the two main factors safeguarding flying from human error are
both related to certification and regulation. First is the increasingly proceduralised nature of
flying whereby as much as possible is reduced to a rule-based activity. Second is the emphasis
placed upon training and competency checking of aircrew in simulators and in the air, both
generally and for all particular types of aircraft flown. This leaves, believes Green, other human
factors that are relatively unaddressed as yet and which can give rise to human reliability
problems. These include: hardware factors and especially the compatibility of control/display
relationships and the way information is presented in relation to pilots' expectations; social
factors and especially pilot/co-pilot relationships; and system factors including fatigue and
cost/safety trade-offs. He also, importantly, identifies problems with the integration of the
"electronic crew member” following increased automation. Human reliability failures with
artificial intelligence and automation, due to over-reliance on the system fail-safe mechanisms,
or to operator under-confidence in the integrity or self-regulating capacity of the system, or to
out-of-loop effects, are widely accepted as being due to deficiencies in plant design, planning,
management and maintenance more than to "operator error” — Reason's (1990) latent error or
organisation pathogens argument. Reliability failures in complex systems are well enough
documented to give cause for concern and at least promote a debate on the merits of a full
certification programme.
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The purpose of this short paper is to seek out and explore what is valuable in certification, at
the least to show that the benefits outweigh the disadvantages and at best to identify positive
outcomes perhaps not obtainable in other ways. On both sides of the debate on certification
there is general agreement on the need for a better human factors perspective and effort in
complex aviation systems design.

What is at issue is how this is to be promoted. It is incumbent upon opponents of
certification to say how else such promotion be enabled! This is an exploratory and
philosophical review, not a focused and specific one, and it will draw upon much that is not
firmly in the domain of complex aviation systems.

Parallels

There used to be an unwritten "law" in work study — or motion and time study in the USA -
that no one was so enthusiastic about work measurement and standardisation as those whose
own jobs — they felt — precluded any possibility of such a process being applied to them.
Equally, no-one was quicker than management to oppose, utterly, any attempt to assess their
own work when this was suggested, on the grounds that this was inappropriate, represented an
unnecessary effort, and was regardless impossible for any analyst to understand what they
really do.

1 saw first hand another salutary lesson within the past year or two. One of my students was
attached to work with a "high flier" in a major UK consultancy; they were charged with
applying quality assurance procedures to the activities of the consultancy itself. This involved
vetting all areas of their operation for compliance with BS5750 and ISO9000, the relevant
service quality assurance standards. The student, and the formerly popular and high achieving
consultant, quickly became the villains of the group, pariahs to be avoided, because they were
seeking to propose some formality for the consultants' work, some prescription of how they
should operate. And what was the core activity of this consultancy group? Advising industry on
the need, processes and procedures for quality assurance!!

What all this illustrates is the difference that perspective and standpoint make to opinions on
formal systems, appraisals, standards and review processes. The reviewers or appraisers see
them as bringing about order and rationality, and as ensuring that “the best" is retained and "the
worst" is identified and eliminated. The reviewed or appraised, on the other hand, see formal
systems as restrictive and petty, unnecessary interferences with their activities, and as leading to
"throwing the baby out with the bathwater."

What other parallels can be drawn? First of course, and top of the agenda for many in the
human factors community, is the notion of certification for human factors and ergonomics
professionals. This is taking place in proposals for the Centre for Registration of Ergonomists
in Europe (CREE) scheme, but has substance with the Board of Certification in Professional
Ergonomics in the USA. A recent "Provocations" article in Ergonomics in Design (Senders &
Harwood, 1993) took contributions from both sides of the argument. Senders and Harwood
themselves point out that one danger is of formality driving out reality, in that any degree or
certificate may become more important in itself than the individual's competence it implies.
(Educators are, in fact, often faced with this from their students, when attempts to discuss and
explore ideas are met by the students' desire to digest directive information tailored to an
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examination setting.) In the same piece, Schumacher and Dorst question certification in terms of
need, process and impact. If we summarise and generalise some of their objections, these are:

» certification does not ensure quality (or integrity or ethics)
* what position will certification have in law?

* do we want the homogeneity that certification might bring?
* prescriptive criteria may stifle innovative designs.

Perhaps reflecting the difficulty of doing so, the response from Hendrick in the same paper
makes little attempt to answer directly some of the questions about whether professional
competence certification is needed at all, concentrating instead on defending the processes
involved. He does, though, argue that certification can promote growth of a discipline and its
image, although admitting that the process cannot guarantee "worthwhile job performance. ..
competency...[or]...conformance to ethical, moral and professional standards” (Senders &
Harwood, 1993).

What then can possibly be the arguments for certification, if it cannot even guarantee basic
compliancies? To find some value of certification, perhaps we can look at other areas of
ergonomics. In the domain of work organisation and job design, and in particular the
implementation of changed work structures, it is often argued that the content of any change is
of minor importance for successful outcomes compared to the change process. If the best
process possible is put in place then we can afford to "change the change", iterating on the
actual content as required. Translating this idea to certification in complex aviation systems, we
could look upon certification as the means by which an improved development process is
enabled, rather than as a limitation and detailed specification of the content of the development.

From the fields of product liability (in the 1970's and 1980's) and health and safety at work
(in the 1990's), we can see some of the more systemic benefits possibly accruing from
certification. Out of the imposition of regimes of strict liability have come better processes or
systems of design amongst producers, and movement to a more beneficial standards regime,
that of horizontal standards, amongst the lawmakers (see below). Consequences of the health
and safety (ergonomics) legislation implemented in 1992/1993 across member states of the
European Community as a result of EC Directives are even more marked. Although it would
not be appropriate to be too starry-eyed and naive about beneficial outcomes, it certainly seems
as if the need for employer conformance with ergonomics criteria and practices has stimulated
the production of tools, techniques, instruments and methodologies for investigation and
diagnosis that will be of value across a range of concerns. Not all of these developments are to
be widely welcomed of course — I imagine we have all been shocked by some of the so-called
"ergonomics aids” now on the market — but the overall effect in general has been one of
dynamic growth in the discipline. The ergonomics community itself has had to produce new
approaches and techniques, improve the validation of existing ones, and generally ensure
greater justification for its guidelines and recommendations. Even colleagues who are dubious
about the value or validity of specific requirements in the new regulations have been pleasantly
surprised by the consequent pressures for quality in methods.
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MANPRINT - Lessons Learned

Can we learn from very close parallels to human factors certification in complex aviation
systems? Nuclear or military systems perhaps form comparable domains to an extent.

The well known MANPRINT developed for procurement in the U.S. Army has been
adopted by both the British Army and, in modified form, the Royal Navy. Reasons claimed by
the British Ministry of Defence for its adoption are as follows (MoD, 1992):

» The perceived success of MANPRINT in the USA, including improved maintainability
of equipment and use of analytical techniques to ensure wider and better usability;

+ A desire to identify and achieve the best balance between people and equipment. It is
recognised that "high quality, multi-capable...better equipped motivated and properly
trained” personnel will only result if manpower issues are considered as part of the
equipment procurement process.

« Personnel costs now outweigh equipment costs and it is hoped to provide more control
over these by being better able to anticipate, budget for or reduce costs through design
improvements. It is also anticipated that MANPRINT would give a better specification
generally and thus more cost-effective products, reducing overmanning, poor
performance and errors.

* Better working conditions and reduced training costs;

* Greater requirements for cognitive skills rather than physical and the shrinking pool of
skilled labour available, mean it is desirable to constrain designers to produce operable
equipment for existing specified personnel. These reasons are labelled "skills drift" and
“demographic trough or slide" respectively (Goom, 1993).

« New health and safety legislation applies to military as well as civilian systems and
"covers areas which have traditionally been regarded as usability rather than safety
issues", again an argument for the broad approach of MANPRINT.

« MANPRINT covers manpower, personnel, training, human factors engineering, health
hazard assessment, and system safety (and habitability and environmental ergonomics
for the navy). This ensures a single source of advice across all human factors issues,
thus preventing or reducing sub-optimality in systems design.

Such support for MANPRINT and presumably for similar certification systems raises three
questions. First, are these claimed advantages real, secondly are they important, thirdly are they
generalisable, especially to civil systems? A sceptic might answer "no", "partly”, and "no" to
these questions. Certainly it is easy to be cynical about any claims on the part of the military
establishment to be making efforts to reduce costs for instance. Nonetheless, a more reasonable
view might be to answer: "the claimed advantages seem reasonable”; "yes, they are potentially
very important”; "they might be generalised to other situations in other industries."

In fact, the strongest support for the certification process might derive from the fact that the
claimed advantages are as much or more concerned with process as they are with content. If
the key gains reported for MANPRINT are summarised and generalised, they look like:

» better human-machine systems designs and improved usability
« improved cost-effectiveness and cost control

« widening of the user base

« compliance with ergonomics/health and safety legislation

« more efficient design process.
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Generally translated into systems design then, whilst certification might seem to be a
cumbersome route to go down, looking at the potential benefits then the spin-offs might be
decisive in judgements as to its value.

Standards for the Certification Process

Certification will require agreement on standards so that it may be useful and feasible. Debate
over type and coverage of standards has a long history in the field of product regulation for
instance. "The trade-off between voluntary and mandatory standards [concerns] acceptability,
applicability and ease of formulation versus possible non-compliance ... even standards
enshrined in legislation are of little value unless there is strict enforcement ...." (Wilson, 1984).
Much support was given to the notion of performance standards rather than construction or
dimensional standards. Problems with safety standards were further identified as: their
inadequacy in scope and permissable levels of risk; their not addressing all foreseeable hazards
or types of behaviour; specifications that tend to be generalised, partial and inadequate; and a
general lack of a standardised format. Although these criticisms are still valid today for product
ergonomics standards, there has been a major change in direction away from product or vertical
standards and towards horizontal and generally hazard-oriented standards. Advantages of these
are said to be faster development, easier updating, greater applicability, more consistency and
better clarity and understanding about necessary safety levels (van Weperen, 1992).

Meister (1984) differentiates "attribute” standards, which describe how the product should
appear or should function, and "performance” standards, which describe how the design
product should perform (pp.215-217, 256-263). He sees the former as being general and
applying mainly to the component or equipment level and the latter as particular at the
subsystem/system level. He criticises the state of human factors standards in much the same
way as consumer product standards have been criticised. As a consequence, Meister (1989) has
subsequently stated that "... whether because the standard lacks substantive data support or
because human factors is generally viewed ... as a constraint on ... freedom to design, MIL-
STD 1472C [for instance] is honoured as much in the breach as in the observance."

In summary, if we are to have certification, then it must be related to some norms or
standards or standardised procedures. In other words, a system might be certified if it can be
shown to have attributes which meet certain recommended values or if its performance meets
acceptable limits on certain recommended criteria. We can add to this a third form of
certification, if it is shown that defined analysis or test methods have been applied to the design.
In this last case, of course, the methods themselves will have to be certified first. Of relevance
to complex aviation technology is a particular case of the last, "there is little doubt that a
principal future use of simulators will be for licensing and certification" (Jones, Hennessy, &
Deutsch, 1985). Principally used now for pilot training and proficiency approval, there seems
no reason why artificial intelligence in the cockpit, and particularly its interaction with crew,
cannot also be assessed in simulators. The interesting issue then is certification of the
simulation system itself!

Currently under consideration is STANAG 3994 Al — the NATO Standardisation Agreement
on the Application of Human Engineering to Advanced Aircrew Systems. The intention of this
is to "standardise methods for the integration of human engineering procedures with the design
and development of advanced aircrew systems.” The purpose also is to provide a basis for
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agreements between contractors and procuring agencies on human factors scope, context,
techniques and criteria. The draft STANAG 3994 Al defines a "general human engineering
program model for military systems". The core requirements include those to do with analyses:

« system analysis — mission analysis, function analysis, potential operator capability
analysis, potential equipment identification, function allocation

* analysis of operator/maintainer tasks — timeline analysis, task analysis, critical
task analysis, decision analysis, error analysis, loading analysis

» preliminary system and subsystem design — information requirements analysis,
control requirements analysis, workspace requirements analysis, and environmental
analysis.

In addition, a number of other issues are also defined as requiring agreement between
agency and contractor. These are: programmes of research involving experiments, testing and
dynamic simulations with human subjects; detail on application of relevant human factors
standards; development of software and hardware procedures in operation and maintenance;
production of mock-ups and models for conformance testing; and development and planning
for test and evaluation, including criteria justification and test interpretation details.

Perhaps most critical in terms of any sustainable argument for certification are the
requirements to prepare a "human engineering programme plan."” This must identify standards
of relevance to the system and must identify what human engineering activities will be
involved, time-scales and criteria, and should indicate how formal interaction between human
factors specialists and other relevant design specialists will be achieved. Finally, provision is
made for a tailoring of details in the standard to meet any specific requirements of the system
under development.

Taking a domain outsider's viewpoint, several things seem apparent about this STANAG
3994. First, it appears at first sight to be complex and unwieldy, with potential for great overlap
in particular amongst the many different analyses. Even co-ordinating these, making sure they
are complementary but not too duplicatory (or even contradictory) will be a considerable project
management task. Secondly, on the other hand, it is to be welcomed that so much emphasis is
placed upon analytical activities and not on prescriptions of design detail. However, within
some of these analyses are implied checklist comparison procedures, for instance "... multi-
function control modes, and display menu selections shall be analysed ... and the resulting ...
structure shall be plotted and analysed for ease and effectiveness of use”, or "workspace
[requirements] shall be analysed in terms of their access, vision, reach, egress, and emergency
requirements, for the range of body sizes, clothing and protective equipment ..." (pS). This will
presumably bring into play a plethora of other standards, guidelines and recommendations, the
effect of which may be to impose a degree of complexity and restriction on design which is not
commensurate with finding innovative solutions. Thirdly, again on the positive side, the
document does allow for flexibility in its provisions according to circumstances. Finally, and
thinking again about systemic gains, it may be that the most important benefit is the integration
and collaboration required between ergonomists and engineers.

Any undue complexity, as suggested above, may have excessive cost implications. For
instance, even under present regulation systems: "

It is relatively easy for the profitable airline...but the airline operating in a more
competitive area of the aviation system, where economic margins are extremely
constrained, may simply be unable to undertake all of the desirable training and
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standardization of equipment without going out of business. The regulatory authority
may have considerable difficulties in compelling such airlines to undertake costly
procedures as the airlines may accurately point out that by doing so they will be made
less cost efficient vis a vis foreign operators (possibly operating in a less regulated
environment) with whom they compete directly...The temptation for operator and
regulator alike, when faced with an acknowledged but intractable problem, is to
undertake some unconscious dissonance resolution by regarding the problem as less
serious than they might if it were readily soluble. (Green, 1990, p510)

If this concern applies to aviation systems developers and suppliers as well as to the
operating companies, then the impact on the workability of any certification process may be
serious.

To certify or not to certify?

So, why is someone who typically dislikes regulation, systematisation and quality assurance
generally writing here to support certification in complex systems? The answer lies in what has
been stressed above, namely that the systemic outcomes of having a certification programme in
place may be advantageous enough to overcome any drawbacks of the regulatory regime and
the content of any standards.

As a start, if human factors certification is to work in any domain we need to consider why it
has not been in place there previously and address all potential reasons very seriously. The
author is currently working with a very large, reputable transnational company. The design
engineers pass their designs through every conceivable review and approval process - HAZOP,
P & I Approval, Environmental Impact Assessment, Engineering Audit etc. — but, at the
moment, there is not any human factors approval. We asked ourselves why such an absence of
any formal human factors standards approval system exists. Possible reasons include:

» Historically, ergonomics has not been seen as important by engineers, managers etc.

* Ergonomics has been assumed to be included in all the other types of approvals and
standards.

» Certification of human factors is not seen as cost-effective (in terms of there being few
gains); there will still be problems afterwards (since people are seen as fallible), but
much time and energy will have been expended meanwhile.

* Certification is genuinely seen, by engineers and/or ergonomists as not required

» Human factors certification may be resisted by ergonomists themselves, perhaps
because of the requirements or restrictions it may put on them.

» Certification is seen as impossible to do, or at least impossible to do well.

Before even beginning to introduce ergonomics design review to this company, before even
planning what might be included, we need to examine these reasons, see which are apparent in
this case, and address the organisation issues involved.
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The Case Against

There are two ways to mount a defence of certification: to counter or at least downplay the
criticisms, and to promote advantages and benefits. Taking first the criticisms, a number of
arguments against certification have been rehearsed implicitly or explicitly in this paper.

Certification may firstly be seen as unnecessary; presumably in this view either there is little
or no room for improvement in ergonomic design of systems (hardly a sustainable argument) or
else that the aviation world is self-correcting. That is, up to a point human factors deficiencies
will be rectified anyway during development and commissioning and where they are too large
or deep seated then the system itself will not remain in operation. I find this argument
unconvincing unless we allow major failures in operation to also be a part of this self correcting
process. However, what must be accepted is that, currently, we are talking about remarkably
reliable and safe systems of hardware, software, procedures, communications and people.

An extension of the first objection is that certification is unnecessary for simple and/or
relatively stable systems and is impossible to do adequately for complex systems. There may be
some validity to this argument but the advantages of an improved quality of development
process discussed below might counteract it to some extent. What must be recognised, though,
is that any system of approvals must allow for trade-offs between human factors and between
human and technical factors in its operation.

Further criticism might be that a certification regime is restrictive and cumbersome. If we
replace "is" by "can be" then I would agree here. However, if we aim certification at
performance and at assessments as against at design specifications, allow tailoring of standards
to meet circumstances, and — most importantly — make ergonomics design review and approvals
an intrinsic part of development rather than an extraneous add-on, this will all help dilute this
complaint. Similarly, we can meet objections that certification might stifle innovation and lead
to homogeneity in design.

Certification might also be criticised on the grounds of its being misdirected, with standards
aimed only at reducing the incidence or consequences of active errors. In this view, standards
may be much less help with latent failures or resident pathogens in the system; these are the
system problems which may have lain dormant in the system for a long time and which are
spawned by the activities of designers, managers and, indeed, regulators themselves (Reason,
1990). One could take a positive view though, that in fact it is these "violations", giving rise to
latent errors, which are best attacked through a process of certification, due to the process itself
being a good discipline upon all involved in high level planning and decision making.

As for a fourth set of criticisms, that certification is untestable, widely unacceptable and thus
unworkable or unenforceable, this will largely be a function of the particular regulatory regime.
To repeat again an earlier point, if a system of certification can be constructed such that it is
seen to improve and streamline the development process and time as well as increase systems
integrity, then acceptance will be more widespread.

The Case For

The case for certification can be made positively, as well as by minimising the validity or
consequences of criticisms as above. Three areas of benefit may be defined, all systemic in
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nature in that they emanate from the fact that human factors certification of complex systems
will have effects beyond defining and ensuring compliance with human factors standards.

First, we have the improvements in the design process that might be expected. Knowledge
that a system must be certified in terms of human factors may not ensure all correct detail desi gn
alternatives are chosen — indeed, there is no such thing as a perfect design given all the trade-
offs that must be made. However, it will mean a greater likelihood that all relevant issues are
addressed and their consequences assessed much earlier in development. Costly changes after
prototyping or even during commissioning trials can be reduced in frequency and extent. A
related benefit is that for any suppliers to be able to meet future certification requirements,
technical and financial decision makers will have to coordinate much earlier and better with
those responsible for the human factors.

A second benefit is predicted, based upon experience in other domains where ergonomics
standards have been introduced or toughened. In the act of formulating, specifying and testing
the process and procedures necessary to allow systems to be certified, the human factors
community will have to respond to pressures for better methods, techniques and criteria, and
will have to validate, justify and report them better.

Finally, this improved "professionalism" in human factors, the perceived benefits to the
design process, and - if experience in industrial health and safety and ergonomics is any guide
— increased interest of engineers in the resulting need for increased problem solving, will all act
to produce a more human-centred design approach. Thus, through both the fact and process of
certification, as much or more than by its content, the design of complex aviation systems will
be improved.

Conclusions

We should not talk of certification only as a choice of two options — to certify or not to certify.
If we draw an analogy in politics, like saying that electorates have a choice between the
authoritarian right (prescription, control, punitive consequences of non-compliance) and the
libertarian right (the individual has an absolute right to do as he/she pleases, and the ‘'market’
will ensure instability is kept in bounds), such debates see anarchy as the only outcome if a
choice between the two options is not made. There are other paths in government however,
whereby individuals have rights or freedoms but also responsibilities towards society, and
where society attempts to redress imbalances in power. Thus, a regime of certification can be
implemented such that it provides a framework for complex systems design, a benchmark to
aim for, and a bulwark against very poor design, whilst still allowing for innovation and not
imposing too costly or cumbersome a design regime.

‘What must be addressed before instituting a formal certification system are the needs of such
a programme. Benefits will be realised and disadvantages or problems minimised only when
decisions are made on:

* Distinctions to be made and balance to be found between attribute, performance,
personnel and process certification

* Desirable degree of prescription or latitude for design

+ Identification, definition, agreement and validation of test methods, measures, criteria
etc.
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» Provision for flexibility and updating of requirements

« Examination of trade-offs between value and cost/time of the certification process

+ Systems to certify the certifiers/certification systems

» Communication of outcomes of the certification process in more useful terms than just a
pass/fail, yes/no judgement

« Consideration of implications of non-conformance, and thus enforcement

It must be stressed once again that the process of certification can be of value even if we are
unsure of or unhappy about the content when it is first instituted. More than this, if we get the
process right, then content problems — in appropriate requirements or missing tools or data for
instance — will be rectified as part of the process being put into operation. We must remember,
though, that the individuals who produce certification processes or who test and approve
systems are themselves fallible, as also will be any intelligent systems built to help with
certification. Perhaps this is the key issue for acceptance of certification — Quis custodiet ipsos
custodes?
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Certification and Legislation

P. A. Hancock

University of Minnesota

Preamble

One of the mandates of each of the series of meetings on complex technical systems has been to
review, rewrite, edit, amend, and elaborate upon initial position papers based upon insights and
interactions that occurred at the meeting itself. I think this is a most laudable aim and one I was
able to follow in previous papers (Hancock, 1991, 1993). However, on this occasion, I found
that my understanding of certification in a socio-technical context was extended to such a degree
that I felt constrained to develop a different paper from my other submission (Hancock, this
volume) based upon the metaphorical, analogical, and literal relation between certification and
legislation. I offer it with sincere thanks to Tony Debons and the other members of the ‘why’
group whose comments were so stimulating.

Introduction

I wish to compare the process of certification with how we develop and apply legislation,
especially as it relates to individual behavior. Embedded in this parallel are analogical,
metaphorical and literal relations as, at heart, certification must in some form intersect with
legislation at a national, international, and global level (for complex aerospace systems at least).
Behind legislation, particularly that which applies to individual action, lie assumptions about
moral and social behavior, These are of course under continuous review and critique with such
arguments taking more or less violent characteristics. However, we accept certain assumptions
about behavior superimposed upon which are human created laws. We recognize that law in
this sense is not strictly synonymous with law in a scientific sense (although the respective
comparison is most instructive). There is continuous dispute about interpretation in legal circles
and indeed judges, solicitors, lawyers, attorneys, barrister, and juries would be redundant if
legal concepts were completely determined (this does not of course imply that scientific laws are
without challenge). At a certain level, laws are empowered to control society. In a similar
manner, certification is viewed by some as an effort toward control over certain events and
processes. If, in the face of an undetermined environment we cannot guarantee control, at least
certification is a representation for a desire for control. While systems are faced with the
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vagaries of an uncertain environment, humans can be constrained more by law in their behavior
since legislation is essentially arbitrary (and therefore is perceived as differing from scientific
laws). However, we can imagine situations where individuals engage in unintended actions
which result in transgressions of the law and also imagine circumstances in which we ask
whether it is justifiable to transgress the moral basis of law (e.g., killing dictators). Therefore,
the simile is partial since we seek certainty as an adjunct of control, but recognize that we
cannot ubiquitously or even frequently achieve such an aim.

When control and certainty apply they are looking forward in time. That is, control is for a
purpose and certainty statements always look to the future (since we believe the past to be
determined). However, the function of compliance is one predominantly of enforcement. In
legal terms, compliance to behavior is achieved by the force of power and punitive action. The
majority of legal compliance comes from self-reference and appropriate laws which recognize
enlightened self-interest (e.g., traffic laws). Compliance in certification terms is similarly
framed. There is much hope that self compliance by professionals throughout the process
means that best self-interest will achieve the best possible result. However, certification can be
used as a tool of penalization. In essence, we hope professionals in system design and
certification behave like law-abiding citizens, not needing policemen running around after them
to ensure they behave properly. We fear that certification will be used as a bludgeon to cower
individuals into compliance. The analogy is not complete since designers and system
developers have to explore boundaries of what is known (in advanced aerospace systems),
however most individuals do not ‘press the envelope’ of the law. The fallacious criticism of G.
B. Shaw is appropriate here.

Only fools and idiots seek to change society. Therefore all societal change is
affected by fools and idiots.

At the heart of this fallacy is the enlightened designer who seeks constructive ways to
facilitate change. If compliance is an insurance function that oscillates between the past and the
future, accountability is a historical process that seeks to attach individuals to the decisions and
actions that they take. In law, we can happily talk of “diminished responsibility” when
individuals for differing reasons are unable to recognize the consequences of their actions.
Similarly for certification we cannot indemnify completely a design as we cannot have complete
knowledge of all potential interactive conditions. Accountability then can only be used when in
the process of design test and evaluation something was neglected which could have been
known at the time.

One of the most important facets of certification in complex systems is the problem of
technical evolution and non-stationarity. That is, we are trying to hit a moving target with
something which is inherently time-locked. Systems evolve and change quickly, and it is
dauntingly difficult to keep certification going at the same pace. There is, of course, a parallel
in law at present, where for technologies like DNA and computer systems, legislation literally
cannot keep up. Hence, the old question emerges. How to provide stability against the
background of instability. For some, the greater the instability the greater the need for stability;
for others the greater the need for flexibility. These are not mutually exclusive aims in adaptive
systems.

I believe there are strong parallels between certification and legislation. They each represent
human attempts to place arbitrary frames upon diverse and unpredictable entities. They should
each recognize that such frameworks are by constraint, often arbitrary and therefore cannot
provide perfect fits. However, their presence appears preferable to their absence. In a real
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sense, science is also a member of this movement which is part of the human appeal for
comprehensibility in the face of the incomprehensible. In that way, certification seeks nothing
new but is part of a time-honored tradition which begins when the child must first make some
sense of the “blooming, buzzing confusion.” I have not explored the full spectrum of links and
relations between certification and legislation. Also, I have not stated the obvious literal links
where certification is, in actuality, a legal process. However, I hope the brief comments can
help frame my final summary which asks the reader about their central beliefs of human
society.

Summary

It might appear that there are inherent differences between my two observations on certification.
I submit that there are none. In drawing parallels between certification and legislation, I imply a
strong advocation of neither. I am still naive enough to be an optimist. In the end we can come
down to one’s opinion of people. Do we have to generate minimum standards of behavior and
conduct against which to hold the lowest common denominator, or can we aspire to self-
generated standards which inspire the application of a highest common factor? The aged, the
jaundiced, the wordly-wise will sadly shake their head and quietly admit to the former
pessimism. This is so especially in light of the apparently immovable bureaucratic behemoth of
social institutions. However, we have seen massive social change in the past decade and if
survival is a requirement, pluralism is essential. It is all, I submit, a matter of education and a
matter of social self-enlightenment. Sadly, to many we seem to be headed, as a global society,
in the wrong direction. While life has become more comfortable, at least to those of us who
rely on and benefit so much from the higher realms of technology (but we should note, still a
small minority of the planet’s population), it does not seem that life has become progressively
more fulfilling. Indeed, many of the ex turn-on, tune-in, drop-out generation still hanker after
the elysian ‘escape’ (Wooley, 1993). However, I shall end this essay with a phrase that my
father was most fond of: ‘it only needs a small candle to change a large darkness.’ I think the
nature of how we deal with our technology and the promises and indemnities with which we
vest it directly relate to our view of the future. I like Kennedy’s observation:

Some see the world the way it is and ask, why? I see the world the way it can be
and ask, why not?

Let us hope that seeing the world the way it is does not blind us to the world that can be
before it is too late.



38 Hancock

References

Hancock, P.A. (1991). The aims of human factors and their application to issues in automation
and air traffic control. In: J.A. Wise and V.D. Hopkin (Eds.). Automation and Systems
Issues in Air Traffic Control, NATO. New York: Springer-Verlag,

Hancock, P.A. (1993). On the future of hybrid human-machine systems. In: J.A. Wise, V.D.
Hopkin., and P. Stager (Eds.). Verification and validation of complex systems. Martinus
Nijhoff: The Netherlands.

Hancock, P.A. (1993). Certifying life. In J. A. Wise, D. J. Garland & V. D. Hopkin, Human
Factors Certification of Advanced Aviation Systems. Daytona Beach: Embry-Riddle
Aeronautical University Press.

Wooley, B. (1993). Virtual Worlds. Blackwell: Oxford.



Human Factors Requirements in Commercial Nuclear
Power Plant Control Rooms

Lewis F. Hanes

Independent Consultant

Introduction

The development of a human factors certification program for advanced aviation technologies
presents many interesting questions. A key question is as follows: Is there a need for additional
human factors participation in the design, development and implementation of advanced
aviation technologies? Some evidence suggests that the answer is yes.

» The FAA National Aerospace Plan discusses the need for human factors activities.
* ICAO statements regarding human factors (Maurino & Galotti, 1993 this volume);

* The results of investigations which document the high percentage of accidents and
incidents in airplane and air traffic control systems in which human errors are the cause
or significant contributors.

A second key question is: What are the ways by which human factors knowledge and
methods can be introduced into the design, development, and implementation of advanced
aviation technologies? There are at least three ways, as described below.

* Research and development. Modern aviation technologies (e.g., "intelligent flight
management systems") provide functional capabilities that human factors standards and
evaluation methods do not address very well. Standards, methods, etc., are needed to
support the design team that is designing, developing and testing the modern
technologies incorporated into the aviation system.

System development process. The United States military organizations (e.g., United
States Air Force) require the application of human factors knowledge and methods
during design, development and testing of major systems in which personnel play an
important role. Typically, MIL SPEC H46855 is applied, which requires that a process
be developed for applying human factors throughout system design, development and
testing. In addition, various standards (e.g., MIL STD 1472D) are invoked, and as part
of the human factors process it must be demonstrated that these standards have been
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satisfied. Organizations acquiring airplane, air traffic control, etc., systems that include
advanced aviation technologies may require that human factors as described above be a
formal part of the design, development and testing activity.

* Certification. Certification of the human-machine interface system, procedures, training
program, system functions, personnel, design team, etc., may be required. This topic
of certification is the main theme of the workshop of which this book is a record.

Of course, all of the ways identified above may be implemented. If certification is given
serious consideration, then it is useful to learn from the experiences of organizations that have a
human factors program involving certification already in place. The Nuclear Regulatory
Commission (NRC) has such a program. The purpose of this paper is to present a brief
description of this activity. The reader should be cautioned that the information presented in this
paper is based on the author's reading and interpretation of published reports. The NRC
should be consulted for an accurate and current description of the human factors evaluation
process in actual use.

Initial Human Factors Requirements

NRC interest in human factors issues associated with nuclear power plant (NPP) control rooms
came into existence following the Three Mile Island—Unit 2 accident in 1979. The NRC Action
Plan developed in response to the incident required NPP licensees and license applicants to
perform detailed control room design reviews (DCRDRs) to identify and correct design
deficiencies. These reviews included the assessment of control room layout, the adequacy of
the information provided, the arrangement and identification of the important controls and
displays, the usefulness of the alarm system, information recording and recall capability,
lighting, and other human factors considerations that have an impact on operator effectiveness
and plant safety (Ramey-Smith, 1985).

In 1981, the NRC issued guidelines for control room design reviews, NUREG-0700
(NRC, 1981), for use by utilities in conducting DCRDRs. NUREG-0700 consists of human
factors guidelines adapted to NPP control rooms, and additional guidelines as required (Ramey-
Smith, 1985). The formal NRC requirements for the DCRDR are contained in NUREG-0737,
Supplement 1 (NRC, 1982), which was issued in 1982. This document contains technical and
documentation requirements. The NRC required that licensees and applicants perform a
DCRDR on their designs. The review had to consist of the following (Ramey-Smith, 1985):

« establishment of a qualified multi-disciplinary review team

« function and task analysis to identify control room operator tasks, and information and
control requirements during emergency operations

* comparison of display and control requirements with control room inventory

« a control room survey to identify deviations from accepted human factors principles
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* assessment of human engineering discrepancies (HEDs) to determine which HEDs are
significant and should be corrected

* selection of design improvements

* verification that the design improvements will provide the necessary correction, and will
not introduce new HEDs

* coordination of control room improvements with changes from other programs, such as
operator training and upgraded emergency operating procedures.

The NRC pointed out that NUREG-0700 and similar NRC documents did not have to be
used. It is believed, however, that every utility used these NRC reports in performing the
DCRDRs.

Each utility prepared a DCRDR report, which included proposed control room changes and
the schedule for change implementation. The NRC human factors staff reviewed each DCRDR
submitted, and approved, approved with comments, or disapproved the document (Ramey-
Smith, 1985).

The DCRDRs are nearly all completed, and many changes to control rooms have been
implemented.

Requirements for New Design

The NRC and United States utility industry have begun a program to improve and standardize
future commercial NPP designs (O’Hara, Higgins, Goodman, Gallett, & Eckenrode, 1993).
The NRC has issued 10 CFR 52 to streamline the plant licensing process. The licensing
process of Part 52 consists of a Final Design Approval by the NRC followed by a standard
design certification that is issued as an NRC rule. This involves formal rule-making and the
opportunity for a public hearing before the Atomic Safety and Licensing Board. This
certification would be valid for 15 years (renewable). Neither the NRC nor the plant designer
can change or impose new requirements on the standard design certification without new rule-
making. Utilities would have the opportunity of purchasing the standard design and utilizing it
as already approved by the NRC. To ensure that an as-built plant conforms to the standard
design certification, inspections, tests, analyses and acceptance criteria (ITAAC) must be
specified as part of the standard design certification. After certification, the NRC will ensure
that the design has met the ITAAC (O’Hara, Higgins, Goodman, Gallett, & Eckenrode, 1993).
To obtain a standard design certification under Part 52, a plant designer must submit a Standard
Safety Analysis Report (SSAR) to the NRC for review. The NRC's review of the SSAR is
issued as a Final Safety Evaluation Report (FSER), which will form the basis for the Final
Design Approval (O’Hara, Higgins, Goodman, Gallett, & Eckenrode, 1993). Chapter 18 of the
SSAR addresses Human Factors Engineering.

The Human Factors Assessment Branch of the NRC evaluates the human factors
engineering (HFE) material (chapter 18 of the SSAR) submitted as part of the certification
process for new plant designs. The review process is very different from the DCRDRs
evaluated in the past. A major reason is that detailed control room and instrument design
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information is not available on which to make a safety determination. Due to changing
technology, much of the detailed design will not be completed prior to the issuance of design
certification (O’Hara, Higgins, Goodman, Gallett, & Eckenrode, 1993). Therefore, the NRC is
performing the design certification evaluation based on an implementation process which
describes the HFE program elements required to develop an acceptable detailed design
specification. In addition, the applicant must submit ITAAC/Design Acceptance Criteria that
will ensure that the design process is properly executed (O’Hara, Higgins, Goodman, Gallett,
& Eckenrode, 1993).

Guidance for the HFE review of Chapter 18 of the SSAR submitted by the designer is
provided in regulatory requirements (e.g., 10CFR 52.47, 10CFR 50.34(g) and 10CFR
50.34(f)) and guidance contained in such documents as NUREG-0700 (NRC, 1981) and
NUREG-0800 (NRC, 1984). These documents, however, provide limited information on
which to base a review (O’Hara, Higgins, Goodman, Gallett, & Eckenrode, 1993). Therefore,
a HFE Program Review Model is being developed to provide needed guidance. This model is
described in O’Hara, Higgins, Goodman, Gallett, & Eckenrode, (1993). A summary extracted
from this reference is presented below.

The model is intended to provide a programmatic approach to achieving a design
commitment to HFE. The commitment and scope of the HFE is as follows: human-systems
interfaces (HSI) should be provided for the operation, maintenance, test, and inspection of the
NPP that reflect state-of-the-art human factors principles. State-of-the-art human factors
principles include principles currently accepted by human factors practitioners. "Current” is
defined as a practice, method, or guide documented in the human factors literature within a
standard or guidance document that has undergone a peer-review process, and/or is justified
through scientific/industry research practices.

The model contains eight elements, each of which consists of an objective and factors that
must be considered in the review process. The elements are listed below.

1. HFE Program Management. An HFE Design Team and an HFE Program Plan should be
established.

2. Operating Experience Review. Problems and issues encountered in similar systems of
previous designs should be analyzed so that they are avoided in the development effort,
or retained in the case of positive features.

3. System Functional Requirements Analysis. Identify those functions which must be
performed to satisfy objectives.

4. Allocation of Functions. A structured methodology should be used to allocate functions.

5. Task Analysis. This analysis should (a) provide a basis for specifying requirements for
displays, data processing and controls, (b) provide a basis for design decisions, (c)
assure that human performance requirements do not exceed human capabilities, and (d) be
used as a basis for developing procedures, manning, skill, training and communications
requirements.

6. HSI Design. HFE principles and criteria should be applied in design.

7. Plant and Emergency Operating Procedure Development. HFE principles and criteria
should be applied in the development of procedures.

8. Human Factors Verification and Validation (V &V). V & V should be used to assure that
the performance of the HSI achieves all HFE design goals as established in the program
plan, all system functional requirements, and all requirements to support task
accomplishment.
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Concluding Remarks

The NRC has developed processes to review HFE associated with NPP control rooms and
instruments. One process was developed and used to evaluate existing detailed designs
following the accident at the Three Mile Island plant. A more recent process was developed in
response to the NRC-nuclear industry effort to obtain certification for improved and
standardized future commercial NPP designs. Because of changing technology, the detailed
control room and instrument designs are not available for evaluation. Therefore, the NRC has
developed a method to assess the HFE process used to develop the detailed designs.

An HFE group is located within the NRC that reviews and evaluates submittals by design
groups. It approves, approves with comments, or disapproves the submittals. The results of
this effort are considered by the NRC in deciding whether to certify the overall plant design.

The NRC has many years of experience conducting reviews toward certifying designs. The
NRC has also learned a great deal on how to implement a design certification program. The
aviation industry should study in detail the NRC lessons learned as it evaluates the need for and
desirability of the certification of advanced aviation technologies.
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Introduction

All systems, no matter what they are designed to do, have shortcomings that may make them
less productive than was hoped during the initial development. Such shortcomings can arise at
any stage of development: from conception to the end of the implementation life cycle. While
systems failure and errors of a lesser magnitude can occur as a function of mechanical or
software breakdown, the majority of such problems in aviation are usually laid on the shoulders
of the human operator and, to a lesser extent, on human factors (Nagel, 1988). The operator
bears the responsibility and blame even though, from a human factors perspective, error may
have been designed into the system.

Human factors is not a new concept in aviation. The name may be new, but the issues
related to operators in the loop date back to the industrial revolution of the nineteenth century
and certainly to the aviation build-up for World War I. During this first global confrontation,
military services from all sides discovered rather quickly that poor selection and training led to
drastically increased personnel losses. While hardware design became an issue later, the early
efforts were primarily focused on increased care in pilot selection and on their training. This
actually involved early labor-intensive simulation, using such devices as sticks and chairs
mounted on rope networks which could be manually moved in response to control inputs.

The use of selection criteria and improved training led to more viable person-machine
systems. More pilots survived training and their first ten missions in the air, a rule of thumb
arrived at by experience which predicted ultimate survival better than any other. This rule was
to hold though World War II. At that time, personnel selection and training became very
sophisticated based on previous standards. Also, many psychologists were drafted into Army
Air Corps programs which were geared towards refining the human factor. However, despite
the talent involved in these programs and the tremendous build-up of aviation during the war,
there were still aircraft designs that were man killers (no sexism implied since all combat pilots
were men). One classic design error that was identified fifty years ago was the multipointer
altimeter, which could easily be misread especially by a pilot under considerable task load. It
has led to flying fully operational aircraft into the terrain (Fitts and Jones, 1947). The authors of
the research which formally identified this problem put "Human Errors” in quotes to express
their dissatisfaction with the traditional approach to accident investigation. It traditionally places
the burden of guilt on the operator. Some of these altimeters still exist in older aircraft to this
day.
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Human Factors in Complex Systems

The airspace system has become increasingly more complicated since the Second World War,
and an emphasis on aircraft issues alone would not do it service. The potential for chains of
events leading to system breakdown has increased with the volume of traffic and the complexity
of both air and ground subsystems. While the concept of human factors is not new, it is
continually being rediscovered or ignored by systems developers. In addition to cockpit crew
operations, the modern civil and military airspace system must include airport ground
operations, conducted by air traffic control, and maintenance of both air and ground
hardware/software. This latter area is handled by the airway facilities personnel in the FAA,
while the former is a function of airlines, the FAA, fixed base operators, and other airframe and
power maintenance resources.

All of these systems and subsystems have people working in them, and in cases like the
multipointer altimeter, the hardware and software are not user friendly. Systems have often
been created in which the operator was the last to know what was going on, and human factors
professionals only became involved by exception when the designers knew they had a problem.
In the latter case, it is not unusual for the designers to come fo human factors people with a
request to find a better way to select and train because the hardware and software designs are
already frozen. This is a step back in time where human factors by whatever name was only
viewed as useful from the limited perspectives of training and selection.

Warm and Dember (1986) described their concerns over systems that are designed in such a
way that there may be attentional lapses to the point that operators are no longer “awake at the
switch.” In such a situation, whether in aviation or not, the system is operating in “free flight”
without any supervisory control by human hand. The fact that this can and does happen became
clear several years ago when the Nuclear Regulatory Commission closed the Peach Bottom
power plant in Pennsylvania. Inspectors found operators literally asleep at their stations.
Obviously this problem was not identified and addressed during the development of the plant.

An example of a situation in which systems designers decided to evaluate their product
before it was too late was reported by Kantowitz and Sorkin (1983). A consumer electronics
company was designing a new answering machine that would have been the answer to all needs
of business and industry. The designers were convinced that they had a very marketable
product which would be quite profitable. However, someone decided that it would be
reasonable to test the product using a sample of people who were the intended users:
secretaries. They gathered a group of ten and provided the documentation and the equipment
and told them to go forth and use it. Not one could figure out how to operate the system. The
designers concluded that the problem had to be training, so they rewrote the documentation and
developed a basic training program. Another group of ten secretaries was mobilized. Of these
ten only two could learn to operate the system. They both had previous backgrounds in
computer programming. The designers had created a system for themselves and not for the
users. Fortunately, they had chosen to test. Had they attempted to market the product it would
have been a financial disaster.

Are there parallels between the answering machine example and the evolution of aviation
systems? Of course! Thomas (1985) described the development of air traffic control over a nine
year period in the 1950's and 60's. He noted the difficulty in transitioning from the older broad
band radars to the more modern narrow band digital systems. Part of the problem was not so
much a matter of system design but rather a function of preparation of the users to accept the
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new equipment. Further, there were capabilities in the newer equipment that the operators
tended to use or not based on their preferences and experience. At the time, very little
consideration of the users was apparent in system development. This is changing slowly, and
modern ATC systems often have controller panels involved in the design effort.

The Concept of Certification

Certification is a legalistic term. It implies an organizational standing such that the certifier or
certifying agency has the power to determine if a system can be used and under what
conditions. Certification implies sound methods that have met the tests of time, validity, and
reliability. It suggests protection of the public from hazards generated by systems that have
been poorly designed and/or from operators that are unqualified or unable. Certification is a
novel concept in human factors, at least from the viewpoint of some stand alone process
separate and distinct from the engineering aspects of system development. Human factors
professionals must ask themselves if they really want to become involved in certification and if
so why?

In the United States, the Federal Aviation Administration already carries the responsibility
for certifying aircraft and personnel in aviation. It also certifies its own equipment and the
people who control and maintain the airspace system. Most of this legal requirement is handled
by subject matter experts who are flight examiners, controllers, and hardware systems
specialists. In the past, the role of human factors personnel has always been in the background
and has been principally advisory to those who would actually sign off on an aircraft or other
system. While human factors as a science may have been viewed as an information source, it
has been the exception rather than rule for anyone in the business of certification to ask the
advice and council of human factors specialists.

One partial exception is recalled by these authors. This was an effort to provide the
designers of the Automated En Route Radar Air Traffic Control (AERA) with empirical
validation of a construct called “workload probe.” The probe was a computer algorithm that
would theoretically predict controller workload up to 20 minutes in advance based on weather
and anticipated traffic. It was tested in simulation at the FAA Technical Center. Measures of real
time controller workload were collected using a Cooper-Harper type scale called the air traffic
workload input technique (ATWIT). The results of the workload predictions from the probe
were significantly correlated with participants self ratings using ATWIT and with ratings by
over-the-shoulder observers. This proved that the concept of workload probe was viable, but it
hardly qualified as certification since AERA as a system is not yet ready for certification testing.
However, the process of empirical testing could be viewed as model for future systems
evaluation. Human factors are here to stay in one form or another and has the support of
Congress based on law.

The Aviation Safety Research Act of 1988 led to an increased awareness of the possibilities
of human factors in the air space system. It required the FAA in particular to expend a finite
portion of its annual budget in human factors related to new systems under development. One
of the most visible products resulting from the Act has been the National Plan for Human
Factors (FAA, 1991). This is a very comprehensive document which theoretically defines the
human factors research needs for the present and the foreseeable future. One is struck by the
magnitude of the document and the implication/admission that there is a great deal which is not
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currently in the corporate body of knowledge concerning person-machine systems and
subsystems in aviation.

Within the domain of aircraft certification, the plan states the following: * The FAA is
responsible for the human factors evaluation and certification of aircraft. The personnel most
responsible for this job are FAA certification pilots. These pilots are finding it very difficult to
keep up with the human factors implications of the latest developments in flight deck
automation and advanced technology aircraft.” The suggested solution is the development of
handbooks, checklists, and special courses.

While “certification” is cited in the chapter on aircraft from an aircraft perspective,
conceptually it does not appear within the aircraft maintenance section of the plan. There are,
however, a variety of research related issues to include the old standbys of selection and
training as well as an expressed need to define the task structure more thoroughly.

The plan also notes that “... airway facilities personnel problems and needs have remained
largely ignored” (FAA, 1991). These men and women work unseen behind the more
glamorous positions of pilots and controllers. They maintain equipment, some of which retains
vacuum tubes and most of which was designed without any reference to even common
standards of ergonomic considerations. There are FAA standards of system maintainability, but
it is notable that the plan does not address any issues related to certification of those standards
or for that matter to the test equipment that personnel will use to accomplish the maintenance
task. It does imply, however, that additional work will be necessary to evaluate such factors as
maintenance documentation (an often ignored area of system operations) and the approaches to
diagnostic support requirements.

It should be noted that airway facilities currently use a certification process. Before a new
piece of equipment or a piece of equipment that was taken out of service for maintenance or
repair is placed in service in the national airspace, it must be certified. That is, a piece of
equipment, such as a radar, must be “certified” to be performing its intended function
acceptably and within specified tolerances before it can be placed in service in the national
airspace system. Of course, this does not mean the equipment is well designed, user-friendly,
or even maintainable. It simply means that the required function is being accomplished.

The issues this process raises from an airways facilities perspective is that if a piece of
equipment, a facility, or a system is accomplishing its intended function, how is human factors
certification going to enhance this process? What are the criteria to be applied that say, “This
piece of equipment or system is working better now (i.e., safer) than it would have if it were
not human factors certified.” Even if we are invited to certify newer items/systems designed to
meet acceptable criteria, how can we certify older pieces of equipment that were not designed to
human factors principles or standards?

These practical issues suggest that if certification is to become a reality, we should be
prepared to support it for a long time, since existing equipment may still be in the field 10-20
years from now; and that a certification process must provide a value-added dimension (e.g.
safety, reliability, maintainability, etc.), or else why do it at all. Additionally, certification of the
individual cannot mean that the person has expertise in all areas of human factors, since the
field has simply become too diverse to maintain proficiency in all domains.

Certification of air traffic control systems is traditionally accomplished by air traffic
controllers and operational test and evaluation personnel. In the past, human factors personnel
have been involved in research and development of new systems and to some extent in OT &E.
However, human factors has not been considered a major element of the testing process but
rather as a necessary adjunct or from a program managers perspective, a less than necessary
evil. This view has been justified in the eyes of the system developers because when systems
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were developed in the past without adequate human factors support, any analysis of prototypes
was bound to identify unforeseen person-machine issues late in the development cycle. The
human factors plan discusses many areas of needed research for evolving systems, but
addresses certification primarily from the perspective of controller personnel issues.

Introducing human factors into the certification process beyond what is cited in aircraft
systems already will require a cultural change of the magnitude invoked by the Department of
the Army MANPRINT program (Booher, 1990). In the introduction of his book, Harold
Booher writes:

People are both the cause and the solution. People are both the benefactors and the
victims. Through human error in design, operation, or repair of machines, others are
hurt killed or made unhappy or, at the least, inconvenienced. On the other hand, it is
through human intelligence and unique human skills that equipment, organizations and
knowledge enhancing products are designed and operated effectively, efficiently, and
safely. (P. 2)

Booher sees the solution to these issues as a reorientation from hardware to people and
conceives the mechanism to achieve this organizational change as “Total Quality Management.”

In MANPRINT, the goal is to integrate human factors into every level of material
development. This requires a complete systems view of each new piece of technology or
hardware. It is mandated though Army regulations. This is both a program and a philosophy of
system development. While the program is formally limited to the U.S. Army, the philosophy
could go well beyond to other high reliability organizations in which small errors can lead to big
problems. The MANPRINT philosophy suggests that there is a long term payback for good
human factors in the initial development of a system. This is a life cycle approach to new
technology. One of the problems identified by Booher (1990) is that the benefits of early
investment in good design for long term system reliability do not usually accrue to the program
managers personally because they move on to other developmental efforts. The key to success
may be in educating all the personnel involved the process. This sounds reasonable in principle
but is not easy to implement in practice. While there have been discussions within the Federal
Aviation Administration of developing something similar to Army Regulation 602-2 (U.S.
Army, 1990), to date there is no such document in place.

Human Factors Certification of Aviation Systems

There are two central questions that are recurrent. First, do we want to be involved in the
certification process to an extent beyond what exists now — which is principally an advisory
role — when asked? Second, if we were able to see that increased participation was desired,
could we live up to the challenge? Do we have the methods and measures to go beyond our
episodic advisory role?

As stated earlier, aircraft systems certification is well institutionalized and has a history
going back before World War II. However, as indicated by the National Plan, both engineering
and human factors are theoretically accomplished by flight test pilots. This places a great deal of
weight on their shoulders which they are very willing to bear. One advantage they have over
other aviation systems, such as air traffic control and airway facilities, is that because of their
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long history there are fairly well recognized standards of systems and individual performance in
the cockpit. Aircraft systems are usually, although not always, designed with clear goals for
what they are intended to do; this makes evaluation easier. Despite this, it will not be easy to
increase the role of human factors in the overall certification process because this would involve
a change in thinking on the part of the personnel currently doing the work. It could be viewed
as an additional impediment to the process.

In ground systems, the situation is probably even more complicated. First, not all systems
are designed with integrated goals other than the global desire to improve safety and
performance while reducing operator workload. These are admirable yet non-specific goals and
lend to the complexity of defining both system and individual performance. Can we define
performance and use it as criterion for evaluation during development and operational testing?
Past experience indicates that this is often a moving target which seems to progress as the
system evolves. It is further complicated by moving beyond a general definition of performance
with a qualitative description of what constitutes “good performance.” This involves subjective
decisions by subject matter experts who may well have differences of opinion. One can only
evaluate the impact of a new system if it can be determined that it somehow is worth the
investment in time, money, and safety. This improvement can only be measured if there is
technical agreement on what “improvement” means.

From a human factors standpoint, it is not adequate to conclude that a system simply reduces
workload because it may in fact reduce the load to the detriment of situational awareness or
general alertness. It is the system performance that is the key, and the human is a critical
component of the system that can and should not be equated with a piece of hardware. There
are issues which machines do not become involved in such as motivation, esprit de corps,
fatigue, and human information processing. All of these factors can have an impact on both
human and systems performance.

In the process of evaluating a system, there are very few standards which apply
consistently. Simply meeting the minimum requirements under MIL-STD 1472D (DOD, 1981)
may not be nearly enough to adequately certify a specific application. For example, 1472D is
purposefully vague when it comes to human workload. It says that we should not overload the
operator. What constitutes an overload would vary from one application to another and for that
matter from one operator to another. There have been discussions concerning rewriting this
document for civilian aviation applications but no document has been circulated yet, although an
FAA airways facilities human factors design standard has been written and is presently under
internal review. Even when it is completed, it is likely that systems evaluation and subsequent
certification will have to be accomplished on a case by case basis focusing on the design goals
of each. For ground systems in particular, this will mean that considerable effort will be
required in order to identify and validate suitable metrics that not only meet the criteria
necessary for good measurement but have obvious relationships to performance of the systems
being evaluated.

Falling back on human factors handbooks and data from days past is useful during design
and early development of systems, but these authors believe that the bottom line of any system
should be how it really performs either in actual prototype or preferably in high fidelity
simulation before prototype testing is begun in the field.

To do either type of testing requires empirical and high quality measurement, and to date
there is no general agreement on either the measures themselves or what constitutes acceptable
performance. This is especially true when a system is under development to replace one which
is currently operating. It can be anticipated that system change may be finite but not meteoric in
magnitude. The more subtle the anticipated differences, the more difficult it will be to
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demonstrate them using conventional measurement and statistical tools. While empirical testing
offers the evaluators an opportunity to reach out for what could be a better estimate of
operational reality, it does have its drawbacks: time and cost. It takes longer and it costs more to
follow a philosophy like MANPRINT in which human factors is integrated into the
developmental cycle and empirical evaluation is accomplished whenever possible (at least in the
ideal model of the philosophy). What this all means is that considerable effort must be
expended to develop the measurement tools that would provide adequate credibility for human
factors in the certification process. While there is a history in air side human factors, there is a
very limited but fortunately growing level of expertise in ground side operations.

Criteria for Human Factors in Certification

Once again the questions are: Do we in the civil aviation human factors community want to
become involved in the certification process and are we able to produce?

The answer the first question is: Of course we do! Even if we do not have all the answers
today and all the tools of tomorrow, we can still be of more help than we were in the past if we
are invited into the development cycle sooner. The answer to the second question is a qualified
maybe. We need to develop ground side and improve air side measurement. This will not
happen overnight despite the belief by some that it could be done very rapidly. If it has not
happened to everyone's satisfaction in the past forty years, then even with a climate change in
the engineering and system development disciplines it will still take time and resources to build
adequate measures and methods.

There are some key criteria which need to be met if human factors is ever to become a full
partner in certification of aviation systems. The first criteria to be met involves the pursuit of
organizational change. Through a Total Quality Management emphasis or though an alternative
educational process as suggested by Booher (1990), we need to produce organizational change
and recognition that human factors is needed and is valuable. This may not be something you
can mandate as the Army has tried but rather should involve attitude change out of self interest
on the part of system developers. While human factors has come along way in the aviation
community, there are still many who see it as a soft science, if they view in as a science at all.

Along with the organizational change regarding human factors, there needs to be some
change in attitude in terms of accepting that there may be better ways of doing things in the
development of new technology. The doctrine behind systems engineering is workable if the
systems engineers remember to include the operators in their designs and if they seek out
technical help related to person-machine issues. Human factors should be a system life cycle
issue and not something that is only considered for the short run until the first prototypes are
fielded. This type of thinking will show the rewards and costs of system use throughout their
life expectancy and not merely the here and now. In many cases such costs are not considered;
we live with systems that are user unfriendly and less efficient than they could be.

As human factors professionals, a critical criteria should be to never promise more than we
can deliver and to deliver all that we promise. In order to do this, we have to be in the dual role
of helping systems developers today avoid the obvious errors of design while constantly trying
to develop new and better measurement tools, which are empirical and tailorable to specific
applications. Measurement tools must be reliable and valid against systems goals. They also
must meet the test of face validity if they are to ever be employed.
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Certification of Tactics and Strategies in Aviation
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The Need for Operational Concepts

The author's interest in Operational Concepts stems from his work at Eurocontrol, which is
related to Air Traffic Management (ATM). Further details can be found in the annex of this
paper (the European need for ATM Operational Concepts). These show that the “tactics and
strategies” subject is not just to be seen as an academic research issue, but that there is a need
for tangible results in the coming years to support the system innovation efforts which will see
operational and industrial application after the year 2000.

But what is meant by the terms “tactics and strategies™? A story can help to clarify this. The
author is a system analyst at Eurocontrol, but he is also a flight instructor at the University of
Leuven (KU Leuven, Belgium). Although the prime purpose of the latter activity is to teach
student pilots how to fly sail planes in flatland and mountain environments, it is also a platform
for observing and analyzing human behavior.

As a flight instructor, one observes a variety of student shortcomings: insufficient
perception of events, lack of situational awareness, lack of anticipation, inability to keep up
with the rapid succession of events, faulty judgements, improper setting of priorities, lack of
insight in cause-effect relationships, loss of concentration, etc. One also observes the learning
curve in student pilots: from when they master attitude control and think that they can fly
(except that the instructor has to tell the student what to see, what to do, and
when/where/why/how to do it), and through the successive increase in skill and workload
capabilities. Whenever a task is mastered, it becomes an automatism.

Automatism causes a workload reduction and the student is ready to tackle a new aspect of
flight management. It ends with the situation where the instructor primarily monitors the
judgement of the student (with associated problems of underload and boredom for the
instructor). Meanwhile, as the instructor, one must constantly keep track of the student's
(changing) performance limitations and decide when the student may be exposed to the
expanding range of operating conditions. Last but not least, one must know when to take
control of the situation so that the safety of the flight is not compromised but the student still
learns from his or her mistakes.

Over the years, student after student completes training, and the instructor starts recognising
patterns of cognitive behaviour. The conclusion is: everything can be considered a tactic or a
strategy. The student masters the tactics needed to deal with a situation. Subsequently, he/she
learns strategies which will control the application of those tactics. After that, super-strategies
are needed to control the application of the strategies, and so on. The student learns a hierarchy
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of techniques (i.e., an Operational Concept), starting from short-term anticipation and simple
situation tactics to long-term anticipation and complex situation strategies. Many of these
techniques are not written down as formal operational procedures, but have to be mentally
acquired through personal experience. Finally, the student may develop into the experienced
glider pilot who spends months planning and preparing for a world record attempt, waits years
for the day with those unique meteorological conditions that the plan requires, and then
executes that plan. Thousands and thousands of strategical and tactical decisions are needed in
the ten or fourteen hours it takes to complete the flight.

The point is, (for certification, specification or any other purpose) to separate a system just
into its design (the static part) and its operation (the dynamic part) is a far too simplistic view of
the world, as is the separation of system operation just into strategies (the static part of
operations) and tactics (the dynamic part of operations). The stability-volatility spectrum in
system characteristics is usually not a black and white picture. It has many shades of grey. For
the sake of the argument, it is unwise to allow oneself to become handicapped by a lack of
conceptual richness in the English (or any other language's) vocabulary. It may be the case that
the understanding of system operation or human cognitive behaviour (i.c., the task analysis)
requires a whole hierarchy of planning techniques, with varying degrees of stability (from very
tactical to very strategic and design-like). The same is true for the information which describes
designs, strategies, tactics and the situational awareness which is associated with the planning
techniques on these different levels. The terms “information” and “data” are typically
erroneously used to convey the idea that every piece of information is equally significant (a
typical engineering mistake). Information should be categorized in accordance with the different
planning layers to preserve the operational significance of the different degrees of volatility of
the information.

Typical Operational Concepts

An Operational Concept is a model which describes the dynamics of managing an operation. It
is expressed in terms of planning and execution responsibilities, control loops and operational
procedures. The operation is described for the composite human-machine system.

Traditionally in a composite human-machine system, the human still carries ultimate
responsibility for the satisfactory performance of the composite system. Hence, the planning
and execution responsibilities, control loops and operational procedures mentioned in the glider
example, although supported by machines (automation), are primarily a human factors concern.

Operational Concept for Air Traffic Management (ATM)

If we look at the way ATM is organised today, and most likely still will be organised in the
year 2015, we see the use of planning “layers” with different planning horizons (Eurocontrol,
June 1992; EATCHIP Task Force on ATC System Integration, June 1992). The general
objective for each layer is to deliver an acceptable situation to the next layer. Each layer works
as a “filter” for the following one. This filtering strategy defines specific roles for each layer,
with the higher layers addressing a general scope and a long planning horizon, and the lower
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layers concentrating on specifics and short planning horizons. A typical layering for ATM is as
follows.

Development of Operational Concepts, standards and recommended practices on worldwide
and regional scale (10 — 15 years lookahead): serves to provide guidance for system
procurement actions and aircraft mandatory carriage requirements, items which have lead times
of 5 - 10 years typically.

Planning the renewal and upgrade of infrastructure on regional and sub regional scale (5 - 10
years lookahead): deals with site construction, development and procurement of
hardware/software, and strategic human resource planning.

Strategic Airspace Management (ASM) on a regional scale (several years lookahead): defines
basic strategies for ATS Route Networks (ARN), airspace use (segregation/flexible), and
traffic segregation.

Strategic Air Traffic Flow Management (ATFM) on regional scale (up to one year lookahead):
strategic ATFM activities are intended to resolve major demand/capacity imbalance problems
and generally concern summer traffic flow. They result in a Traffic Orientation Scheme based
on published flight schedules, airspace structure and system structure and capacity. After
processing, estimates of traffic loads over any navigation point or ATC sector can be provided.
Discussions are initiated with all the partners concerned (states and aircraft operators), starting
each year in October and ending in February. The outcome of this planning is the Traffic
Orientation Scheme, which dictates the routes to be used by operators when planning flights
from specific departure areas to specific destination areas during the coming summer (Martin,
1993).

Pre-tactical ATFM on regional scale (1 day lookahead): pre-tactical activity is directed at the
specific situation one day ahead. On the basis of updated demand data (incorporating
Repetitive Flight Plans (RPLs) and last minute changes notified by aircraft operators), archived
data of traffic situations on a similar day in the recent past, and taking into account the latest
information about capacity in the Area Control Centers (ACCs), a pre-tactical ATFM plan for
the coming day is developed. This plan, which defines the restrictions to be applied to traffic
flows on the day concerned, is published every day around noon in the form of an ATFM
Notification message (ANM) and is dispatched to more that 1000 addressees (Air Traffic
Services and Aircraft Operators). The ANM describes in a single message all the tactical ATFM
measures which will be in force on the following day (Martin, 1993).

Tactical ATFM on regional and Flight Information Region (FIR) scale (several hours
lookahead): on the day of operation itself the Flow Management Units (FMUs) will apply the
measures announced in the ANM and will monitor whether the pre-tactical plan is having the
desired effect. At the present time, tactical ATFM is based on the application of acceptance
rates, expressed in terms of the number of flights per unit time that will be allowed to enter a
specific congested area from a particular area of origin. Aircraft which plan to fly through a
congested area — as detailed in the ANM - are expected to request a slot from the appropriate
FMU. Slots are allocated mainly in the form of a revised departure time but sometimes as a time
of arrival at an en-route point (Martin, 1993).
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Air Traffic Control (ATC) Area Management on sub-FIR scale (I — 2 hours lookahead)
corresponds to operational supervision and tactical Airspace Management (ASM). This activity
is responsible for dealing with events having a significant effect on traffic handling and
throughput (such as NOTAMs, system failures, changes of airspace, airport and runway
availability, meteorological hazard or traffic overflow). It adapts the sectors, selects the overall
strategy for dynamic routing, airspace use, traffic segregation and runway usage in order to
meet the strategic regulation plan (tactical ATFM plan) and the required capacity of the involved
sectors. This includes assessing and smoothing the center's workload for the coming hours.

Planning ATC on single or multi-sector scale (20 — 30 minutes lookahead): serves to organise
the traffic entering and leaving the planning area so as to avoid unmanageable situations inside
the planning area (from a flight safety, flight economy and an ATC workload point of view).
This involves aircraft sequencing, allocation of runways, routes, levels, delays and
coordination with adjacent planning areas in order to establish agreed transfer conditions. The
resulting plan must include a certain contingency to give Executive ATC the “manoeuvring
liberties” needed to resolve unexpected problems.

Executive (tactical) ATC on single-sector scale (5 — 10 minutes lookahead): is responsible for
implementing the plan established by planning ATC while maintaining satisfactory levels of
safety (through separation assurance and aircraft guidance). The provided separation and
aircraft guidance has to meet certain legal requirements (minimum separation values which
depend on geographical, technical and institutional circumstances). Executive ATC has to
monitor a highly dynamic system where the nature of the problems at hand can significantly
change in the course of a few minutes. The resources available for problem solution are limited,
and there are hard real-time constraints for the control loop which must detect these problems,
develop solutions, and implement those solutions.

ATC Safety Net layer on single aircraft scale (2 minutes lookahead): complements the
Executive ATC with functions such as Short Term Conflict Alert (STCA) and Minimum Safe
Altitude Warning (MSAW). The purpose of this layer is to catch those safety threatening
situations which were not resolved by the Executive ATC layer.

This hierarchy of layers can be continued to shorter and even negative time horizons (in this
case the term “planning layer” is not appropriate any more).

Real-time operations layer on single aircraft scale (real-time): the physical act of communicating
clearances, instructions, advice and requests to individual aircraft, executing procedures and
changing the internal state variables of the ATM system as a reaction to the occurrence of
triggering events (this progresses the chain of events). Real-time operations are what an
incidental visitor sees happening when he/she observes a controller on duty. The incidental
visitor would not see the meaning (all the tactical and strategical considerations) which are
behind the observed real-time operations.

Forecasting and extrapolation layer (past situations extrapolated to a target time, i.e. to real-time
or to the future): serves to produce assumptions about the state vector of the relevant objects
(individual aircraft, weather phenomena, the traffic flow, etc.) based on a description of the
situation in the past (obtained via the history data collection layer). The purpose of forecasting
and extrapolation is to close the feed-forward loops by transforming history data into a state
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which matches the time horizons used by the various higher planning layers. Forecasts and
extrapolations may be deterministic (with reduced accuracy of extrapolated state variables) or
probabilistic (if the target time is too far ahead of the recording time). A track extrapolation 10
seconds ahead is an example of deterministic extrapolation, and a two-day weather forecast an
example of probabilistic forecasting. Note that forecasting and extrapolation are to be
distinguished from prediction based on an object's intentions (such as the planned trajectory or
the clearance of a flight).

History data collection layer (negative time horizon, i.e. delayed): this is called surveillance data
acquisition in the ATC context. It serves to create an accurate recording of the air traffic
situation (or weather situation, etc.) over time. The obtained accuracy depends on the sensors
used. The average age of the most recent data (the delay) depends on the sampling rate and the
processing/communication delay. The data may be used in real-time for planning and control
purposes (after extrapolation), or for off-line applications (route charges, accident/incident
investigations, statistics, etc.).

Operational Concept for Flight Operations Management

The Flight Operations Management Operational Concept is a layered model quite similar to
the ATM Operational Concept. Aircraft Operators are faced with managing the three main
phases of aircraft operations: flight time, taxi time and turnaround time in preparation of the
next flight. Each of these phases is managed in a number of planning layers and properly
coordinated with the other phases. To illustrate the similarity with the ATM planning layers,
here is a typical list of planning layers for the flight phase, as applicable to a scheduled airline:

* longterm strategic planning, to determine business opportunities and decide between
fundamental options (10 — 15 years lookahead)

* aircraft fleet planning (5 — 10 years lookahead)

* acquisition and planning of commercial routes and destinations (several years
lookahead)

* development of timetables for the coming season (6 months - 1 year lookahead)
* negotiation of routes with strategic ATFM (6 months — 1 year lookahead)

» filing of Repetitive Flight Plans (RPLs) (approx. 6 months lookahead): strategic flight
planning: determination of aircraft maintenance schedules and initial allocation of
resources to individual flights (aircraft, crew, logistics etc.) (approx. 3 months
lookahead)

» tactical flight planning for individual flights, based on pre-tactical ATFM (1 day

lookahead)
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» Direct flight planning (off-board crew activities), based on latest NOTAMS, actual
weather forecasts, cabin briefing etc. (45 — 60 minutes before scheduled departure time,
lookahead until a few hours after scheduled arrival time).

* Direct flight planning (on-board crew activities), based on load sheet, ATIS etc. This
results in completed fuel order, computed take-off data, planned 4-D trajectory,
estimated time en-route (ETE), etc. (15 — 45 minutes before scheduled departure time,
lookahead until scheduled arrival time).

« Strategic flight management is the coordination with ATC to obtain pre-departure
clearance (PDC), including a departure slot, and other flow restrictions. Adjust planned
4-D trajectory accordingly. This corresponds to decisions made by tactical ATFM.
Subsequently obtain start-up approval (5 - 15 minutes before “Off Blocks™).

» Pre-tactical flight management: obtain expected clearances for departure, en-route,
climb, descent and approach, and adjust planned 4-D uajectory accordingly. This
represents coordination with decisions made by the Planning ATC layer (during taxi and
flight, 30 minutes lookahead).

* Tactical flight Management: obtain actual clearances for push-back, taxi, take-off,
departure, en-route, climb, descent, approach, landing and taxi, and adjust planned 4-D
trajectory accordingly. This represents coordination with decisions made by the
Executive ATC layer (from 5 minutes before “off-blocks” to docking and engine shut
down, 5 — 10 minutes lookahead).

« Prepare execution of tactical manoeuvres, based on the latest 4-D trajectory plan and
tactical ATC instructions (vectoring). This represents execution of cockpit procedures
and coordination with decisions made by the Executive ATC layer and the ATC Safety
Net layer (during taxi and flight, 30 seconds to 2 minutes lookahead).

« Prepare execution of collision avoidance manoeuvres, based on visual observations
and/or ACAS/TCAS (during taxi and flight, 5 — 30 seconds lookahead).

*» Real-time operations layer (real-time): the physical act of operating (controlling) the
aircraft and manoeuvring it in accordance with the most up-to-date 4-D trajectory plan,
and the act of communicating with various partners such as ATC.

« Forecasting and extrapolation layer (past situations extrapolated to a target time, i.e., to
real-time or to the future): for example, dead-reckoning techniques, fuel burn
prediction, and other estimations.

* History data collection layer (negative time horizon, i.c. delayed): for example, flight
data recording and navigation data acquisition.
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Planning Theory For Operations

The foregoing describes the functioning of “layered” ATM and Flight Operations Management
in specific (operational) terms. The advantage of this approach is that it is pragmatic and
permits the reader to relate the story to his or her own operational experience as opposed to
being theoretical. The disadvantage is that the same basic operational problems are
unknowingly solved over and over again, for different lookahead time scales, in different
terminology, and by people with different backgrounds.

Now this section of the paper addresses issues such as:

« the different goals that may be set in an automation strategy (these goals are heavily
influenced by human factors)
* the development and assessment of certification strategies for operations management

Thus for certification purposes, we need a kind of theoretical insight into this “layered”
planning technique. What is called “planning theory” in this paper represents an attempt to
identify some of the basic underlying principles in the operation of an Air Transport System.
The subject of planning theory is now presented in the following.

The Players in Operations Management

The Air Transport System. The Air Transport System is the domain of interest of this paper.
The generic term Air Transport System refers to the aggregate of weather, airspace,
aerodromes, aircraft, aircraft operators (commercial, military, general aviation and aerial work)
and ATM/CNS (Air Traffic Management/Communication Navigation Surveillance) Systems, all
operating together in a particular geographical region.

Actors. In accordance with the above definition, the Air Transport System consists of a number
of interacting elements, such as airlines, aircraft, pilots, airports, runways, airspace, routes,
ATC units, controllers, systems, weather phenomena, aircraft separation etc. For the sake of
generalisation, I will call these elements the Actors of the Air Transport System.

Relationships between Actors. The operation of the Air Transport System is far more than the
sum of the operation of the individual Actors. Indeed, these Actors are in constantly changing
interaction with each other. Managing the operation of the Air Transport System means
managing these interactions. Some interactions are to be promoted because they are necessary
ingredients of the proper operation of the Air Transport System. Others represent problems,
and system management efforts are directed at avoiding or removing such interactions. An
example of the latter is the separation conflict between two aircraft. Some of the most important
general types of interactions (relationships) are:

* User/resource relationship: Actors in a resource role exist in limited supply with a
variable number of Actors in a user role competing to use that supply (establish a
user/resource relationship). Examples are: aircraft operators with respect to aircraft,
aircraft with respect to runways, clients with respect to database servers, aircraft with
respect to route capacity, aircraft with respect to mutual separation, flights with respect
to ATM, etc.
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» Competitor relationship: users competing for the same resource are in a competitor
relationship. Examples are: two aircraft approaching the same airport at the same time,
two VHF radios attempting to transmit on the same frequency at the same time, areas of
severe weather with respect to aircraft wishing to use that same airspace, etc.

» Collaborator relationship: resources able to distribute the user load between them (i.e. to
reduce bottlenecks) are said to be in a collaborator relationship. Examples include:
parallel runways, different flight levels, paralle] routes, main vs. reliever airports, etc.

* Buffer relationship: resources able to temporarily absorb the user load of another
resource are called buffers. Examples are holding patterns, route extensions, queues,
contingency measures, etc.

« Control relationships: sometimes Actors are responsible for the operation of another
Actor. This responsibility may range from defining an operating envelope (providing
policy, guidance, operating constraints, or allocating workload), to assuming detailed
control. Examples: pilots with respect to aircraft, controllers with respect to controlled
flights, Air Traffic Flow Management (ATFM) with respect to Air Traffic Control
(ATC), etc.

» Target relationships: when Actors are planning to reach a goal, actor and goal are said to
be engaged in a target relationship. Example: a flight with respect to its destination

airport.

* Part-of relationship: indicates the (permanent or temporary) assembly of individual
actors into a composite system, having a certain state vector in common (such as a
runway is part of an airport, a pilot is part of an aircraft in flight).

The Environment. In simple terms, the environment of an actor is everything that surrounds
that actor. However, only that part of the environment is relevant with which the actor interacts
in one way or another.

This leads to the following natural definition of environment: the total set of existing,
expected and planned relationships with other actors. The environment is dynamic because the
membership of this set is subject to change as time elapses: relationships disappear and new
ones come into existence.

The Conduct of Operations

Operations in a World Without Planning. Object-Oriented Analysis (OOA) techniques such as
Coad and Yourdon (1991) and Shlaer and Mellor (1992) describe the world in a mechanistic
manner as a set of objects (actors), with predefined relationships, predefined life cycles (state
transition diagrams), predefined event chains and communication capabilities.

This may perfectly suit the needs of system analysis for the purpose of developing static
(non-adaptive) pieces of software or analysing rigid organisations (mechanistic systems), but it
seems a bit inadequate for documenting the operation of complex goal oriented systems such as
the Air Transport System.
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OOA may correctly capture such a system on a syntactical, real-time operations level
(existence of Actors, possible relationships, state transitions, etc.), but it misses out on the
semantics (the whole layered planning process preceding the physical conduct of operations).

Operations in a Goal Oriented World. In contrast, the operation of the Air Transport System is
highly adaptive (i.e., it is governed by a set of constantly modified and (re)created scenarios,
scripts, procedures, project plans, flight plans, story boards, event models, rules, regulations,
strategies, tactics, philosophies, etc.). This modification and (re)creation is the above
mentioned layered planning process which precedes the physical conduct of operations. It
happens this way because most of the actors in the Air Transport System are goal oriented
entities. In order to reach a goal in a world full of uncertainties and conflicting requirements,
one needs to plan the future and reduce the amount of improvisation. In fact, all the actors of
the Air Transport System spend a considerable part of their energy on such planning activities.

So what are these planning activities all about, in a nutshell? They are about developing a
scenario, refining and finally executing it, in an environment of external and self-induced
perturbations.

The external perturbations are the unforeseen events, interactions and timing in an actor's
environment. External perturbations occur because the environment may be inherently
unpredictable, but also due to lack of overall coordination in the Air Transport System. The
self-induced perturbations come from an actor's inability to accurately execute his or her own
operational scenario. These are cases of mismanagement, in the operational sense. On top of
that, the Actor may simply be following a bad scenario (e.g. with lack of feasibility and full of
inconsistencies). This type of problem and the perturbations give rise to the need for constant
situation assessment and revision of the scenario.

Fuzziness in the Planning Process. Actors deal with two types of scenarios: probabilistic and
deterministic. The countdown towards the moment of physical execution of a particular
operation is normally spent in different uncertainty phases:

* PHASE 0: the need for the operation has not yet been identified

* PHASE I: the need for the operation is identified, including an approximate target time,
but no plan or scenario is available

* PHASE 2. the phase of fuzzy and probabilistic scenarios

* PHASE 3: the reduction of uncertainty, to transition from fuzzy and probabilistic
scenarios to a very limited number of candidate scenarios (scripts)

* PHASE 4: the phase in which one of these candidate scenarios has achieved a very high
probability of occurrence, and has become a structurally stable script for the operation
(“structurally stable” means that sequence of events is stabilised, and partners for
various types of relationships are known, e.g. “contractual” status of relationships are
established)

* PHASE 5: the phase in which the script does not structurally change, but the accuracy
of its various parameters (such as timing, planned value of state vector, details of
interactions with other Actors) is improved
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* PHASE 6: the actual execution of that script, resulting in a physical operation (the chain
of events is progressed)

» PHASE 7: the phase where factual data on what has happened is not yet available
* PHASE 8: the availability of history data describing what actually happened

To visualise the relationship between these uncertainty phases and time, an uncertainty-time
diagram is used in this paper. The time axis is to be seen as absolute time; and the uncertainty
axis lists the above phases to give a qualitative idea of the accuracy of a given scenario.
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Figure 1.

Figure 1 illustrates the production of different versions of a scenario. Scenario 1 is
associated with time t, scenario 2 with time t,, etc. These reference times correspond to the

real-time execution of what is spelled out in a particular scenario version. In the example of
scenario 1, the part before t; is history, and the part after t, is the plan for the future. An
example will clarify this. A flight plan is to be seen as a scenario. At time t,, part of the flight
has been completed already, the next leg is quite accurately planned, but the details of arrival
are uncertain. For example, because of the unpredictability of the weather it is uncertain
whether the alternate destination will have to be used or not.

This story can also be looked at from the perspective which is so well known from space
vehicle launches: the countdown view. While counting down, a particular time target in the
future (such as the time of arrival of a flight) is associated with different scenario versions as
time elapses. Each new version is more accurate with respect to time target because prediction
is less of a factor.

Figure 1 also illustrates that each scenario version is structured in a particular way: it is
accurate in the short run and exhibits properties of the earlier fuzzy phases the further it looks
into the future. It is important to note that Actors do quite a lot of planning and reasoning while
still in the phase of fuzziness.
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All this explains why operations management works as a “rolling program” of scenario
development. In this approach, a particular situation at time target seems to be planned in an
iterative fashion because it is associated with a number of different scenario versions. On the
other hand, the planning process chases a moving time horizon because the subsequent
scenario versions are time stamped differently, but must maintain the same outlook with respect
to their time stamp.

This scenario revision process is implemented by a control loop. In project management, the
control loop is called the PDMA-cycle (plan-do-monitor-adjust). In ATM, one usually
distinguishes the following phases (Eurocontrol, June 1992; EATCHIP Task Force on ATC
System Integration, June 1992):

* acquire information

* monitor current situation

* predict evolution

» identify problems

* propose and evaluate solutions

* choose solution

* communicate and implement solution.

Each cycling through these control loop phases produces a new version of the scenario. But
let us return to the previously mentioned hierarchy of uncertainty phases. In system terms, this
hierarchy could be expressed as the following strategy:

* determine the desired start state and end state (goal/target) of the operation

* plan the time of occurrence for start state and end state

« select intermediate states (sub-goals)

* determine the order of intermediate states (temporal organisation of activity)

* elaborate synchronization and coordination requirements for the operation (type and
sequence of the relationships needed or expected during the operation)

* determine the partners for these synchronization and coordination relationships (production
of a structurally stable script, establishment of “contractual” relationships with partners)

» work out the timing (start to end) of the synchronization/coordination with each of the
above partners

* determine the detailed timing (accuracy) for the intermediate states

* operate in real-time, i.c. perform state transitions and interact (exchange events) with
various synchronization/coordination partners

« collect history data.

Take any type of operation, say ATFM, planning ATC, flight planning, flight management,
project planning, and it is possible to express the operations planning in the above terms. A
third way of expressing this strategy is reflected in the traditional WHAT-HOW-WHERE-
WHEN sequence:

» the WHAT phase identifies the operation

« the HOW phase is responsible for identifying the needed interactions

* the WHERE phase produces the stable script which identifies the partners for the
individual interactions

» the WHEN phase puts on the accuracy by refining the timing.



64 Koelman

One can continue repeating this strategy in different terminology disguises. In a systems
development context this “scenario development strategy” is called a life cycle:

* user requirements definition

» operational concept definition (sometimes termed requirements analysis)

« operational requirements definition (also called system requirements definition)
» architectural design (alias technical concept definition)

* detailed design

» system procurement and installation

* system operation.

In project management terms, the hierarchy looks as follows:

» state the overall mission of the project

» determine the completion date of the project

» develop the work break-down structure (WBS)

« identify the interdependencies between work packages (production of Pert Chart)

« perform rough allocation of the total project duration to individual work packages
(production of initial Gantt Chart)

« allocate resources to work packages

» refine timing of work packages by eliminating resource over-allocation (production of
Gantt Baseline Chart)

« adjust the project plan based on plan deviations

* execute the project plan

« do progress tracking.

All these strategies are nothing more than variations on the same basic theme. Depending on
the complexity of the operation and the expected number and magnitude of perturbations, the
length of this countdown process — alias planning strategy — may take just a few seconds, and
on the other extreme several years or even decades.

The Feasibility of a Scenario. The objective of each layer (or countdown/anticipation phase) is
to deliver an acceptable situation to the next lower layer. This means: maintaining a set of
conditions (i.e., a “solution space” or operational performance envelope) in which one or more
feasible action plans exist. If the higher layer fails to maintain those conditions, the lower layer
might not be successfully completed. The expression “to pass the point of no return”
emphasizes the timing and state transition aspects of this feasibility collapse.

Consequently, one of the responsibilities of a higher layer is to maintain a constant
awareness of the operational performance envelope of the next lower layer. The ATC concept
of “minimum legal aircraft separation requirement” is an example of such an operational
performance envelope. The above mentioned feasibility collapse may have internal and external
(environmental) causes. A mistake in the calculation of aircraft endurance during flight planning
is an example of an internal cause. So is the failure of a pilot to initiate the landing flare at the
right moment, or the failure of a controller to detect a loss of separation between two aircraft.
An unexpected weather change to IMC (Instrument Meteorological Conditions) during a VFR
(Visual Flight Rules) flight is an example of an external cause.
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The Impact of Perturbations. As mentioned, there is a constant need for situation assessment
and revision of the scenario due to internal and external perturbations. In addition, the notion of
“operational performance envelope” has been introduced.

The impact of perturbations depends on the magnitude of those perturbations. In this
context, “magnitude” can refer to size as well as duration. If the magnitude of the perturbation
exceeds the operational performance envelope of the planning layer under consideration, then
there is nothing this planning layer can do to solve the problem. It is up to a higher layer to take
care of the situation. That, of course, cannot be done in a reactive way after the problem
occurred. By virtue of its longer planning horizon, the higher layer is supposed to have
prevented the problem.

If the magnitude of the perturbation does 7oz exceed the operational performance envelope
of the planning layer under consideration but it exceeds the envelope of the next lower layer,
then this planning layer is responsible. It has to modify the scenario within the possibilities of
that particular planning horizon.

If the magnitude of the perturbation does not even exceed the operational performance
envelope of the next lower layer, then this planning layer does not have to change the scenario
with respect to that particular planning horizon.

Whatever layer is responsible, in a properly functioning system the problem is solved in
anticipation (a certain time before it would actually occur). This can be seconds, minutes,
hours, days or even years in advance. Additionally, this revision of the scenario by a particular
layer invalidates all the plans under the responsibility of lower layers. This imposes certain time
constraints on the lower layers which have to recreate their part of the scenario from scratch.
Indeed, imagine the situation in which there exists a sufficient number of possible solutions on
the shorter planning horizons, but the responsible human or machine is unable to produce these
solutions in the available time. An example of this is the situation where the pilot “doesn't keep
up with the airplane”: he or she is overtaken by events rather than staying abreast of them.

The Impact of the Environment. In order to plan the scenario of an Actor with a certain
accuracy to a certain time horizon, the predictability of the environment must be equal or better
than the fuzziness/accuracy of the desired scenario.

Uncertainty

A

Phase 0
Phase 1
Phase 2
Phase 3
Phase 4
Phase 5
Phase 6

Phase 7 7‘
Phase 8

Figure 2.



66 Koelman

This is illustrated in Figure 2. The scenario labeled “Actor” can be implemented in
environment 1 but not in environment 2.

Let us illustrate this with the example of planning a conflict free 4-D tube clearance (the
“Actor” scenario) in a given environment of other aircraft trajectories. The bottleneck of the
planning process is the part with the greatest uncertainty. Uncertainty translates in this example
into planning horizons, time windows (departure, overflight, climb, descent, arrival),
positional accuracy and confidence levels.

Assume the following operational goal for the Actor: touchdown within 30 seconds of
exactly 2 hours. Of course the Actor needs to have the capability to execute this scenario with
the required accuracy. It is intuitively clear that it is feasible to plan this in an environment
number 1 where the landing times of the other aircraft will occor with an accuracy of 10
seconds. It is equally obvious that such planning is pointless in an environment number 2
where the landing times of the other aircraft will occur with an uncertainty of 5 minutes, unless
the minimum separation values (safety margins) are greatly increased, with a resulting
reduction of control capacity.

The Impact of a Lack of Knowledge. The role of knowledge is quite similar to what was said
about the environment. Note the choice of words in the previous example: “will occur with an
accuracy of”. If I replace this with the words “is known with an accuracy of”’, we see the
impact of a lack of information.
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Figure 3

Figure 3 illustrates that the environment is assumed less deterministic than it really is, due to
insufficient information. The Actors in the system have a lack of situational awareness, which
translates into reduced planning horizons (the horizontal delta on the diagram) and reduced
certainty at a particular outlook time scale (the vertical delta on the diagram). In plain words, the
planning can only be as accurate as the knowledge on which it is based.

The attempt to approximate the inherent unpredictability as much as possible is the reason
why future Operational Concepts strive to use better surveillance, better coordination and
higher levels of system integration — air/ground integration and use of data link in particular.
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Lack of Correlation with Reality. The other extreme is a lack of correlation with reality:
sophisticated models of the future which make the Actors believe that the situation is very much
under control.
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Figure 4.

That situation is represented in Figure 4. The description of the future is too precise: it is a
collection of unfounded assumptions which will probably turn out to be false. For example, an
ATC system which “sells” the idea that the next separation conflict of aircraft X will be with
aircraft Y, whereas at the given moment it is inherently impossible to say whether it will be
with aircraft Y or Z. A system acting like this will either fail or at least exhibit very poor
performance because each such case of “over-confidence” probably creates a mistake.

The Need for Planning. Orville and Wilbur Wright did not need air traffic control in 1903.
They certainly did not have any use for flow management. There seems to be a tendency that
systems evolve to loose their simplicity over time (people call this “more advanced”): the
environment becomes more complex, the system's internal complexity increases, the operation
needs to be more optimized, uncertainty is less and less acceptable, and the operational
performance envelopes are extended to enable the previously impossible. What used to be
simple now requires advanced and accurate planning: no more “flying by the seat of the pants”.
This is now “follow the procedures” and “fly by the numbers”. There was a time when aircraft
flew but ATC did not exist, then a time with ATC but without planning controllers, and finally
there was a need for ATFM (which is of course fairly recent).

In the future, one might see the beauty of Air Traffic Management: the completely
deterministic Operational Concept with nearly 100% safety and nearly unlimited control
capacity by virtue of highly accurate pre-planned (booked) 4-D conflict free flight trajectories
from take-off to landing. You negotiate (book) a flight plan (all previously booked flight
trajectories remain unchanged), and from then on everything unfolds like clockwork.
Unfortunately, there are many uncertainties due to external events. Besides that, even if
unexpected external events did not exist, operations managers on all planning levels might want
to change their mind once in a while, instead of having to stick to plans which were cast in
concrete long ago. A few things need to be remembered from the above:
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* the need for planning tends to increase as systems, organizations and technology
become more mature

» the stack of planning layers builds from the bottom up

* those higher planning layers always address the need for more global optimization of
operations (the need for bird's eye views and crystal balls)

* the need for planning depends on the complexity of the operating environment (e.g.
traffic density and geographical context)

* the need for planning depends on the complexity of the system (organisation and/or
equipment) and the type of operation.

Optimization Strategies for Operations Management

What do goal oriented entities (humans, machines or composite systems) usually do to optimize
their operations? A number of general strategies always retum:

« have a plan, as early as possible

* have a plan, as feasible as possible (maximize contingency)

* have a plan which includes a strategy for dealing with probabilistic situations

* re-assess and revise the plan as often as possible

* have a plan, as stable as possible (i.e., the revisions should be as small as possible)

* have the ability to (re)create a plan quickly (improvise if necessary), to minimize the
time delay between the last situation assessment and the availability of the new plan

* have the ability to stick to the plan (a minimum of internal perturbations)

* solve problems (external perturbations) as early as possible

« solve problems (external perturbations) as thoroughly as possible (full impact analysis
of solution)

« if there is a choice, operate in as stable an environment as possible

» if there is a choice, operate in as predictable an environment as possible

+ if there is a choice, operate in an environment with the least number of
interdependencies (low complexity environment)

*» avoid the unknown, i.e. operate in as well known an environment as possible
(maximize the available information)

« split the planning process into different concurrently operating layers with different
responsibilities, based on the dynamics of the possible perturbations (work with a
hierarchy of plans)

* know the true extent of all the performance envelopes (how far can you go on each layer
without compromising safety)

* devise a proper filtering strategy to dispatch perturbations to the responsible planning
layer (full impact analysis of perturbation): a dispatch to a layer which is too high leads
to unnecessary re-planning; a dispatch to a layer which is too low leads to safety
problems.



Certification of Tactics and Strategies in Aviation 69

Certification Issues

How should planning theory (i.e., the above considerations of planning layers), control loop
phases and performance envelopes be seen within the context of certification? Rather than
trying to give a complete answer, this paper attempts to give a number of useful indications.
Before going into details, however, let's clarify the used terminology.

Definitions
For the purpose of this paper, I assume the following definitions:

* Verification is a review process, to check the system requirements against their source.
The validity of the requirements themselves is verified, to ensure that a system which
would be built to satisfy these specifications would also be suitable.

* Validation is the checking of a system design against the requirements. It is the
production of (formal or experimental) proof, serving to establish a measure of
confidence in the correctness and effectiveness of important system features. Validation
is performed “after the fact”, as for example during acceptance tests.

« Feasibility Study is similar to validation, but different in the sense that it is done in the
exploratory phase (“before the fact”), in order to select a suitable solution amongst
different possible alternatives. A feasibility study never replaces validation.

* Certification is the administrative “rubber-stamping” of a validation, an endorsement to
give it an official status and level of authority.

The Limitations of Certification

There is one catch in regard certification: the correctness and effectiveness of the certified
system features (the fitness for operation) are not endorsed under unlimited operational
circumstances. Every certified system or person “carries” a piece of paper which lists these
circumstances and/or limits of authority: system or person such-and-such is certified to deliver
operational performance X during a period Y under operational circumstances Z. In fact, these
limitations can be equated to the “operational performance envelopes™ which were introduced
earlier in this paper.

Certification of the Planning Process
Normally, Operational Concepts are not certified in their totality, probably because that is

beyond today's state of the art. However, there is a need to develop, validate and certify the
standards and recommended practices which are used in support of Operational Concepts.
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Traditionally, certification was focused on systems (equipment or humans) in order to
qualify their functional capabilities and operational performance. Emphasis always seemed to
be on the real-time operational performance (uncertainty phase 6 in the diagrams of this paper),
because that is the easiest to observe and, more importantly, because it represents the ultimate
judgment on proper operation of the system. It is the stuff the whole operations planning
process is finally all about.

Now, systems become more complex and rely more and more on planning (automated or
humman). This means that it is no longer sufficient to certify that “the system works”, regardless
of how it achieves this goal. The planning process itself needs to be certified because it
determines those situations in which a system will and will not work. As mentioned earlier, the
documentation of these limitations is a crucial element in certification.

In other words, the time has come to consider planning layers and their individual control
loop phases as objects for certification, instead of just physical people, equipment, functions
and procedures.

After having said this, it must be clearly stated that planning layers and control loop phases
already exist in today's systems because all kinds of functions and responsibilities fulfill these
roles. But these functions and responsibilities have not been consciously designed based on
sound planning theory. Instead, they historically evolved in a bottom-up fashion, over many
system generations, just as language is a product of history rather than a “careful design”. Thus
the certification problem is considered to be twofold:

» certify the operational principle (i.e. the effectiveness of a certain combination of planning
strategies)

« certify the implementation (i.e. the functions, responsibilities, etc.) of these planning
strategies to certain performance standards.

Let us rephrase this in a bit more detail:

* Operations management uses a layered planning process which includes strategies for
the reduction of uncertainty and for dealing with perturbations. The performance of this
planning process can be expressed as specified under “Optimization Strategies for
Operations Management” and in terms of the uncertainty phases defined under
“Fuzziness in the Planning Process” in this paper.

» The interoperability of these layers and phases depends on mutual awareness of
operational performance envelopes (internal operation and expected range of external
perturbations) plus proper matching of these layers and phases.

« Certification needs to concentrate on the effectiveness of these strategies (the quality of
the produced scenarios) and on the interoperability of layers and control loop phases.
The exact documentation of performance envelopes is a key issue in the certification
process. This is the framework for certification of the implementation components of
Operational Concepts, i.¢., the functions, responsibilities and operational procedures.

» Large systems have many players: groups of people and automated systems operate
together in teams to make collective tactics and strategies (planning layers and control
loops) happen. This task sharing defines the information flows between people, on the
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human-machine interfaces, and between automated systems. Different tactics and
strategies require different information flows.

* Functions, responsibilities and operational procedures are the “bricks” for building the
implementation of an Operational Concept. The above mentioned information flows are
the cement which keeps the “bricks” together. The existence of these “bricks” is to be
justified in terms of the certified planning strategy, and the role of existing “bricks” is to
be mapped on the planning layers and their control loop phases. New “bricks” should
be designed to fit specific niches in that framework of layers and phases.

* To make the implementation of an Operational Concept perform as intended, the
individual “bricks” need to be certified to meet the requirements imposed by the
previously certified interface and performance specifications of planning layers and
control loop phases.

Human Factors

All the above considerations about planning layers, control loop phases, scenarios,
performance envelopes apply to any goal oriented system. That, of course, includes composite
human-machine systems.

In such a system, the planning responsibilities outlined in the Operational Concept are
allocated to humans and machines. This can be done in a top-down fashion (in an arbitrary
manner), or bottom-up, built around the human capabilities and the state-of-the-art of
technology.

Many studies have investigated the role of the human. The human factors field aims at
determining the automation environment in which the human performs best. This paper does
not attempt to draw specific conclusions from the existing literature, but in the end various
strategies are possible to integrate the human into an automated system, or to support the
human with automated functions. One strategy may be to give the complete responsibility for
some planning layers to humans, and automate the remaining layers. For example, in ATC,
automate safety nets but keep executive control largely manual.

Another approach is to take the control loop of a planning layer, automate some phases and
leave responsibility for others to the human. To use again an ATC example: automate the
monitoring and problem detection phases, but keep the proposal and evaluation of solutions,
and the decision making phases manual.

No matter whether a layered or phased automation strategy is chosen, it is necessary to
correctly use the strengths and weaknesses of humans and machines. In other words: within
the framework of layers and phases, find out whether the human or the machine fits the
requirements best, in terms of monitoring capabilities, problem solving capabilities, memory,
speed, assimilation, pattern recognition, span of attention, reliability, etc.

Thus, the human gets certain modular chunks (layers, phases) of the overall Operational
Concept (the planning strategy as described above). The problems of human factors
certification can then be seen as the certification of interoperability of these chunks with the
overall Operational Concept. In that sense, the human role is no different from an automated
function taking the same responsibilities. The performance needs to meet the requirements as
foreseen for that particular responsibility within the context of the total planning strategy.
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Conclusions

General

The paper suggests that the “tactics and strategies” notion is a highly suitable paradigm to
describe the cognitive involvement of human operators in advanced aviation systems (far more
suitable than classical function analysis), and that the workload and situational awareness of
operators are intimately associated with the planning and execution of their tactics and
strategies. If system designers have muddled views about the collective tactics and strategies to
be used during operation, they will produce sub-optimum designs. If operators use unproved
and/or inappropriate tactics and strategies, the system may fail.

The author wants to make the point that, beyond certification of people or system designs,
there may be a need to go into more detail and examine (certify?) the set of tactics and strategies
(i.e., the Operational Concept) which makes the people and systems perform as expected.

The collective tactics and strategies determine the information flows and situational
awareness which exist in organizations and composite human-machine systems.

The available infrastructure and equipment (automation) enable these information flows and
situational awareness, but are at the same time the constraining factor. Frequently, the tactics
and strategies are driven by technology, whereas we would rather like to see a system designed
to support an optimized Operational Concept, i.e., to support a sufficiently coherent,
cooperative and modular set of anticipation and planning mechanisms.

Again, in line with the view of MacLeod and Taylor (1993), this technology driven situation
may be caused by the system designer's and operator job designer's over-emphasis on
functional analysis (a mechanistic engineering concept), at the expense of a subject which does
not seem to be well understood today: the role of the (human cognitive and/or automated)
tactics and strategies which are embedded in composite human-machine systems. Research
would be needed to arrive at a generally accepted “planning theory” which can elevate the
analysis, description and design of tactics and strategies from today's cottage industry methods
to an engineering discipline.

Planning Theory

A theory based on planning layers, control loop phases, uncertainty phases and performance
envelopes would provide a modular framework to the task of designing and documenting
Operational Concepts (i.e., sets of tactics and strategies). The second half of this paper
represents an initial attempt to highlight the key issues of such a theory. When such a
framework is used, the benefits may spin off to the certification task. In addition, it will put the
role and contribution of human factors into clear perspective.

OO0A

A few references to OOA (Object-Oriented Analysis) techniques have been made in this paper.
It is felt that OOA is too mechanistic; i.e., it misses some expressiveness when used to analyze
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and document systems consisting of goal oriented entities. Planning theory could be a suitable
candidate to remedy that problem.

Annex: The European Need For ATM Operational Concepts

Currently, a number of organizations around the world wish to bring Air Traffic Management
(ATM) into the next century with significantly improved capacity, productivity and economy.
To that effect some are conducting R&D programs and others are planning and procuring new
systems which will still be in service after the year 2000.

Their vision of the future varies: from revolutionary to a more evolutionary approach. But
even in the conservative case, everyone expects that due to the accelerated pace of technological
innovation, Air Traffic Management will change significantly more in the coming ten to fifteen
years than it did in the past half century.

The above explains today's interest in the development of the ATM Operational Concepts
that are suitable for application in the period 2005-2015. To some degree, this paper has been
written with the European ATM context in mind. Therefore it is useful to include a short
overview of the activities going on in Europe (European Civil Aviation Conference, April 1990
and March 1992; Eurocontrol, June 1992).

The Transport Ministers of the European Civil Aviation Conference (ECAC) Member
States, meeting in Paris on 24 April 1990 and in London on 17 March 1992, have noted the
substantial growth which is forecast in air traffic demand in the ECAC area to the end of the
century and beyond, and the considerable efforts which are being deployed to expand the
system accordingly and to reduce air traffic congestion in Europe.

In order to unite and accelerate those efforts, the ECAC Ministers have adopted:

« the ECAC En-Route Strategy and action program to harmonize and integrate the
operations of their air traffic control systems in the 1990's; and

« the ECAC Airports Strategy which will provide a concerted systems approach to the
airport / air traffic system interface.

For these strategies, commonly known as the ECAC Strategy, the ECAC Ministers have
adopted the following overall objectives:

* to urgently provide increasing airspace and control capacity, in order to handle the
traffic expeditiously while maintaining a high level of safety;

« to improve the potential throughput of European airports and their surrounding airspace
while maintaining safety and respecting the environment.

These initiatives will prepare the way for the introduction of a new generation of air
navigation technology on the eve of the 21st century. To this end, the ECAC Ministers:

* have committed themselves to complete the phased action program for air traffic control
which is the basis of the ECAC En-Route Strategy within a challenging but realistic time
scale; and
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* have resolved that the current program of research and demonstrations undertaken by
Eurocontrol, the Commission of the European Communities (CEC) and ECAC Member
States should be extended to cover new procedures and equipment required for air
traffic management in and around airports.

Within the framework of the European Air Traffic Control Harmonization and Integration
Program (EATCHIP), detailed planning is now well under way within Eurocontrol to give
effect to the ECAC Strategy.

Meanwhile, the concept of a European Air Traffic Management System (EATMS) is seen as
the 21st Century goal towards which the energies of Eurocontrol, the participating National
Administrations and the European Industry should be focused. It takes into consideration those
concepts that have already been accepted, FEATS, FANS, ECAC Strategy etc., and offers a
method of how the future system would operate, given that the technology will be available.
This concept will be developed as EATCHIP Phase IV evolution and implementation.
Addressing the time scale 2005 - 2015, it will provide the basis for Phase IV of the ECAC
Strategy and in particular for:

* adoption of a common functional model integrating the airborne and ground based
components of the future EATMS;

* definition and implementation of advanced systems supported by extensive automation
and enhanced data communications available via the Aeronautical Telecommunications
Network (ATN).

But a common functional model and advanced systems are not enough. Before those can be
defined, an agreement will have to be reached on the innovations which will be applied to the
underlying Operational Concept (i.c., the tactics and strategies) of the EATMS. That requires
proper attention to the Human Factors aspects of these innovations.

For the time being, no plans exist to certify the EATMS Operational Concept in its totality.
However, various validation activities are foreseen, to be concluded by an Operational Concept
demonstration program, scheduled near the end of the EATMS System definition and planning
phase (which is planned to complete around the year 2000).

Disclaimer

The content of this paper expresses the opinion of the author and does not necessarily reflect
the official views or policy of the EUROCONTROL Agency.
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Introduction: What this paper is about

This paper considers what is involved in certification processes and their relation to human
factors aspects of systems. It derives from recognition of a lack of understanding of the
processes and purposes of certification. This was encountered when attempting to address the
workshop topic by integrating an understanding of human factors with the observed processes
of certification. The paper considers what human factors (HF) certification might be and then
develops a simple model of the elements of a certification process. It then tries to relate these
elements to the needs of the aviation communities and other parties with an interest in the
certification of advance aviation technologies.

What Could the Term “Human Factors Certification” Mean?

Consider the ways in which we might 'conventionally' interpret the phrase “human factors
certification of advanced aviation technologies”.

a) As Human Factors Certification, effectively a new concept that has derived from
aspects of two existing areas of endeavour. While related to them, it has emergent
properties that distinguish it from either.

b) As the Certification of Human Factors, i.e., as the certification activities and processes
that are required to deal with human factors topics arising from advanced aviation
technologies.

¢) As the Human Factors of Certification, i.e., as describing the human factors issues
which are associated with the activity and processes of certification of advanced
aviation technologies.

The current status of these three alternatives is summarised in the following paragraphs.
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Human Factors Certification as a New Topic

The first alternative is potentially the most interesting. Are we dealing with a whole new topic
which emerges from the fusion of the activities of humnan factors and certification?

Alternatively, are we simply juxtaposing two terms, each of which is meaningful on its
own, but which does not specially inform the other? Sadly, it appears to be the latter. If there is
truly a new theme, then there is, as yet, no clear exposition of the nature or extent of the
emergent properties that give it its uniqueness.

The Certification of Human Factors Issues

This activity is much simpler to understand. It is also likely to be the most useful interpretation
for the purposes of the workshop. Currently, human factors contributes in a number of ways to
the development and use of advanced aviation technologies. It should probably contribute in
many more. Application of certification processes to these contributions would be analogous to
certification practices in any other domain of human activity and indeed, it can be argued that it
already takes place in a limited way. This normally occurs as an extension of other, more
general, certification processes. It is now fairly standard within the UK that anyone offering
input as a psychologist in the development of aviation technologies should have 'Chartered’
status. Similarly, there are moves in the US to provide certification of human factors
professionals. There is steadily increasing acknowledgment of the need for human computer
interfaces (HCIs) to be designed in a user-centred way and an associated pressure that they be
subject to the some kind of 'usability’ testing. This might be considered analogous to the
certification processes found in other systems especially those where safety is a priority. In a
broader context there are now programmes like MANPRINT (Boorer, 1991), which operates
for the procurement of military systems. MANPRINT is a methodology which seeks to ensure
total system quality in terms of the human and the human's integration into the system. It could
also be observed that many of the issues addressed in quality assurance schemes relate to
'human factors' aspects of systems

In summary, the certification of the human factors aspects of systems seems to be a
worthwhile and practical activity and one that is already underway as part of general systems
certification processes. The main question this approach poses for the workshop is: is there
anything special about the human factors aspects which would mean that they are not being
adequately covered by the processes used for other aspects of system certification? If the
answer to this is yes, then the community must attempt to identify the nature of the inadequacies
and the action required to remedy the situation.

The Human Factors of Certification

This approach poses rather more difficulties than its immediate predecessor. These difficulties
lie, not so much with the proposed relationship between human factors and certification, but
with understanding the nature of certification itself. To elaborate, any activity involving a socio-
technical system will have human factors aspects and in almost all cases some of these will be
sub-optimal. This implies that there must be scope for HF input. It seems to be an assumption
that certification of advanced aviation technologies is such a socio-technical system activity and
therefore HF should have a contribution to make in supporting and improving the process of
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certification. What that contribution should be will depend to a considerable extent on the nature
of certification itself as well as on the nature of the systems being certified.

This places considerable emphasis on the need to understand certification. Similarly, the
question asked at the end of the previous sub-section as to whether the human factors issues of
complex systems have special needs in certification processes, presupposes an understanding
of what is involved in certification. The main body of this paper considers the nature and scope
of certification processes as an aid to understanding both the ways in which HF might
contribute to such processes and their implications for certifying systems with significant HF
aspects.

What is Certification?

It is clear in looking beyond advanced aviation technologies, that 'certification’ can be applied
to an astonishingly wide variety of things. It can be established in a number of different ways
and serves a multiplicity of purposes — some more obvious than others. An initial examination
identified three core elements in any certification process, namely the authority which
supervises and performs the certification, the thing which is certified and the frame of reference
employed in the implied evaluation process. For convenience these three elements can be
termed the agent, the object and the criteria respectively. However, further consideration
suggested that it is potentially misleading to consider these elements without providing a context
in order to account for the motivations behind the activity of certification. This approach led to
the assertions below about the nature and function of certification and to the schema shown in
Figure 1. The following paragraphs discuss the elements of this schema more fully. However,
it is important to make one underlying assumption very clear, namely: “In what follows it is
assumed that certification is a social or socio-technical process which can only be meaningfully
understood in terms of social, as well as technical, processes and requirements”.

Description of the Entities and Relationships in Figure 1

The description begins with the three original elements before introducing the supporting
entities.

Objects. A very wide variety of things are currently subjected to some form of certification
process. For the sake of both simplicity and generality, these are referred to as the objects of
certification. Examples of classes of objects, which can be subject to certification, relate to and
include people, hardware, software, procedures and systems, (the last being considered as
being an agglomeration of some or all the other classes). In many instances, the objects are not
actual physical objects but abstract properties or attributes, possibly related to a physical object.
Examples, relating to people embrace motor skills (e.g., driving), abstract knowledge
(academic qualifications), the ability to apply knowledge in a professional manner (doctors,
dentists, pilots, air traffic controllers) social and cultural attributes (passports, nationality) and
physical integrity (medical examinations). Examples relating to artifacts could include the
ability to resist environmental stress of various kinds (mechanical, temperature, etc.) or to
produce performance of different types (minimum lifetimes of light bulbs, stability of power
supplies, etc.).
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An object becomes a certified object when it has successfully passed through a certification
process by meeting the criteria.

Generally, objects are certified in order to establish some form of quality or to preserve
some type of standards. This often takes the form of defining some minimum performance
criterion which must be exceeded. (See Reference Criteria, etc. below.) Although the present
description of certification is used to embrace a very wide range of activities, not all of which
are customarily called by that title, the term is most frequently used explicitly under
circumstances where the characteristics being ratified are widely acknowledged as being
important but are very difficult to define in practical terms. (These are the occasions where
'everyone knows what you mean,' but you find it almost impossible to write down in a clear,
unambiguous manner.)

CL' ENT delegates

to

is owned
by

employs

OWNER -<+——CERTIFIED
OBJECT

Figure 1. A simple SCHEMA for certification

Agents. Generally certification is carried out by some ‘responsible’ authority (agent) and
consists of some process of examination of the object and its characteristics against some more
or less well defined set of criteria (see below). In the world of certification, agents take many
forms. In particular, they are frequently institutionalised as explicit authorities such as
examination boards, standards organisations, inspectorates, etc. Under these circumstances, the
authority of the agents and the process of certification are frequently supported by legislation.

The term authority is used intentionally, since a state of empowerment is implied by the
existence of a process of certification. The certifying agent can grant or refuse the status of
certification to the submitted object. The process of transforming an object into a certified object
is important because there is a notion of added value associated with the process. The object has
more utility, or is more marketable, to someone after it has been certified.
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Reference Criteria and Standards. The agent subjects the object to assessment against some
standard or set of criteria which by implication has been established beforehand for the
purposes of certification. The nature of this reference system may be very precise (as is the case
with standards for equipment performance and safety certification of hardware), they may be
quite loose or they may even be a mixture of the two. This mixing of criteria quality is often to
be found in the case of 'professional standards’ where there may be quite precise requirements
as to the holding of academic qualification but this frequently needs to complemented by less
well defined, but equally important, peer review procedures. It is generally important that
standards should be made explicit and observable. However, as has been mentioned, some
types of knowledge and skill are very difficult to describe and define in a language based
manner. As a consequence, it is important to note the dangers in assuming that imprecisely
defined standards and criteria imply that the performance standards required by a certification
activity are necessarily low. They may be very high indeed. For example, the final assessments
for air traffic controllers validating on a sector, or for certain aspects of pilot licensing, are
likely to involve assessment by specially nominated and experienced peers. In these cases,
high standards are associated with implicit criteria embodied within the expertise of the
assessors. Nevertheless, explicit criteria have considerable advantages. They provide a target,
permitting the production of objects which are likely to meet certification standards. They can
also help to establish the impartiality of certification processes.

Clients. Clients are the potential users or consumers of the products of certification. Clients
delegate to agents. This delegation takes place for a variety of reasons. Sometimes it occurs to
save the resources of clients by allowing them to assume certain standards with a minimum
investment of time and money. Alternatively, certification can be undertaken by agents with a
specialist technical expertise otherwise be unavailable to the client. The process of delegation is
the origin of the agent's authority, i.e. the authority originates with the client and is delegated,
along with responsibility, to the agent.

The unique identification of clients can be difficult because of the potential for hierarchies of
delegation. To illustrate, consider the example of a ground air traffic control system. For a
particular element such as an interface tool, the client might be the controller who will have to
use the tool. However, it is also possible to consider that the client is the national administration
which runs the ATC system and employs the controller. Even the administration may be
considered as providing the ATC system on behalf of the airline operators and eventually on
behalf of the fare paying passengers, a subset of the general public. Although for many
certification processes it may suffice to identify the immediate client; for others, particularly
those with legal implications, the design of adequate procedures may require a full
understanding of the client hierarchy.

Very often the function of certification is to protect the interests of clients. For example, in
the case of the institutional agencies cited earlier, the client is often the public and the
certification processes are in place to ensure that services offered to the public meet ‘adequate’
standards of quality, safety, etc. Under these circumstances, what constitutes ‘adequate’ may
bear a strong relationship to the public's perception and can be somewhat volatile depending on
history and context. For example, after an accident or incident there could be a public pressure
for higher standards etc., comparatively independently of the nature of the incident and the
safety contribution of the suggested enhancement. The media can play a large part in shaping
this perception. Amongst the requirements placed on both agents and certification standards
may be the ability to be visible, to provide information and explanation, and to otherwise be the
objects of media scrutiny
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Owners. Owners, as the name suggests, 'own' or have control of the objects submitted to
certification processes and normally thereafter for the certificated objects which result from the
processes. They are very often the producers of an object, or they may wish to employ the
object to provide some form of service. They are almost always the initiators for individual
instances of certification activity, i.e., they submit objects for certification. As examples,
consider that an airframe has a manufacturer, a skill is possessed by an individual, a car being
road tested has a driver/owner, a software package was written by someone or for someone.

Owners generally wish to ‘sell’ or otherwise have their objects consumed by the clients.
They tend to bear the initial costs of certification processes but would be expected to pass these
on to the client. Owners are motivated to have objects certified since these are generally more
salable after the certification process — clients ‘buy’ with more confidence. As in the case of
clients, there may be a hierarchy of ownership.

Certification in the Context of Advanced Aviation Systems

In addition to the discussion above, at least two other contextual aspects of certification have to
be considered in examining its potential role for advanced aviation technologies.

When does certification take place?

In the aviation community there seems to be a consensus that certification can be a
comparatively global process applied to fairly large units, e.g. an airframe, a ground system,
etc. This has significant implications. Firstly, it suggests that certification has to take place
fairly late in the process of production the object of interest. Secondly, it suggests that
certification of HF aspects is part of a larger process of certification addressing a number of
relevant aspects of the object or system in question. (Effectively, this assumes the second
interpretation of the term HF certification.)

Who might be seeking certification of advanced aviation technologies?

This is a question of some complexity. There are a number of potential beneficiaries with
different motivations and requirements.

Potential suppliers of systems are likely to benefit from certification processes which employ
explicit standards and criteria as these can be employed to set performance standards and targets
during the design stages of production systems. This potentially reduces cost by improving the
reliability of planning and reducing risk. In this context, HF certification would be expected to
yield the same benefits as any other aspect of certification

Procurers of Systems could theoretically benefit indirectly from the cost and risk reductions for
producers, but they also have a requirement for certification which is motivated by a
professional interest in monitoring the successfulness of their own activity. They are seeking
means to establish and assure that they are procuring systems of an appropriate character and
quality.

C-2
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Users/Participants in Systems. This term is employed to describe individuals involved within
the system as contributor to the system's functioning, such as pilots in aircraft, air traffic
controllers, etc. Like the procurers, this group has a professional interest in ensuring that
system performance meets high standards, partly since it might be seen as reflecting on their
own contribution. However, there are additional dimensions to their concern. Both pilots and
air fraffic controllers have legal responsibilities and liabilities. In an environment with
increasing levels of automation and computer based assistance, it is especially important that:

* They should be able to have confidence in the system which they are using.

* They have no liabilities over which they cannot exercise their responsibility. For
example, a controller should not be expected to have liability as a consequence of
using erroneous information from an aid which he has no reason to recognise as
unreliable.

These groups may view certification in general as a means of establishing justifiable trust in
a system and of protecting against unreasonable liabilities. Because issues associated with
human performance and human error are especially sensitive in terms of responsibility and
liability, certification of HF aspects assumes a potentially critical role.

Customers of Systems such as fare paying passengers, or airline operators in either of their
roles, as users of air traffic control systems or as purchasers of airframes, would wish to
establish that everything possible and reasonable is being done to ensure both safety and
effective system performance. Here again, the role of certification is closely related to creating
confidence in a system and its operation.

Human Factors Specialists. Aside from a professional interest in seeing certification as a means
of emphasising system quality, some HF specialists might see HF certification, or any
certification process which makes HF aspects explicit, as a means of ensuring the insertion of
HF throughout the design and production phases of systems. This latter view would not be
shared by all HF professionals. There are other approaches to achieving this objective and it can
be argued that while human factors achieved by a prescriptive approach may be better than
nothing, it falls far short of the quality which should be the objective.

Summary

In conclusion, many stakeholders might see certification as a potential solution to their proper
needs. Although it is not clear that certification is necessarily the best means of meeting their
differing requirements it is already a recognised mechanism in several aspects of aviation and it
is likely to be employed more widely.

If a general process of certification is going to take place, then it is incumbent on the aviation
HF community to ensure that HF aspects of the target systems are adequately addressed within
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the certification process. This emphasis on our second interpretation of the term “HF
certification” demands that we examine carefully the nature and extent of any HF aspects which
are currently being neglected in such processes.

The discussion in this paper suggests that there are a number of such aspects relating to the
creation of confidence in systems, the recognition and allocation of responsibility, and the
management of liability. These areas, with their emphasis on the more social aspects of
cognition, are not only comparatively new to the aviation HF community but are also potentially
sensitive for the organisations and users which employ advanced aviation technologies. This
situation presents us with a considerable challenge.
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Introduction

If human factors certification of aviation technologies aims to encompass the wide range of
issues which need to be addressed for any new system, then human factors involvement must
be present throughout the whole design process in a manner which relates to final certification.
A certification process cannot simply be applied to the final product of design. Standards and
guidelines will be required by designers at the outset of design for reference in preparing for
certification.

The most effective use of human factors principles, methods, and measures is made as part
of an iterative design process, leading to a system which reflects these as far as possible. This
particularly applies where the technology is complex and may be represented by a number of
components or sub-systems. Some aspects of the system are best certified during early
prototyping, when there is still scope to make changes to software or hardware. At this stage in
design, financial and/or time pressures will not rule out the possibility of necessary changes, as
may be the case later. Other aspects of the system will be best certified during the final phases
of design, when the system is in a more complete form and in a realistic environment.

Human Factors Input at System Conception

The need for any new aviation system is either generated by incumbent end users in the
operational environment or by planners closely associated with the current system or the job to
be done. The need for change arises because of failures or inefficiency in the current system or
from a change in the future requirements for that system. In the United Kingdom, the very first
conceptual stages of system design aimed at meeting a new requirement are usually carried out
by end users or planners who will usually seek guidance from hardware and software
engineers as the first step in design. It is rare that human factors specialists are involved at this
stage in design, when ideas for designs are being generated and moulded.

Human Factors Certification of Advanced Aviation Technologies
Edited by J. A. Wise, V. D. Hopkin, and D. J. Garland
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88 Evans

It is, however, necessary that they are involved at this stage, before any firm requirement
for the system has been put on paper. Their involvement as a member of the design team is
necessary for a number of reasons.

Firstly, the human factors specialist views the system user as an integral component of the
whole system. The human component, like others in the system, brings advantages and
limitations. To make best use of the human component in the system, consideration must be
given to generally accepted psychological strengths and weaknesses (Meister, 1971). A model
of the current or future user can be constructed, or alternatively a survey of user needs, using
questionnaires and/or interviews, may provide information which can help to outline user
characteristics.

A survey of user needs can be helpful, even if the nature of the user in the new system is to
change, as it gives a baseline of current needs against which future objectives can be planned.
Optimisation of the role of the human component in the system is necessary at this stage of
design to maximise efficiency and safety of the system and to provide the operator with a
supportive usable system which allows job satisfaction rather than a system which is supported
by the user and causes frustration.

The presence of a human factors specialist at this stage would ensure that the characteristics
and psychology of the user are considered from the start. What is more often the case is that
user/designers, along with software and hardware engineers, will look first to the available
technology as a starting point in design. This tends to lead to an abuse of the flexibility of the
human component within the design as the human is then ‘worked around’ the technology
which is chosen, filling in functions which are not carried out by the technology.
User/designers and engineers are not aware of how to best utilise the human component even
though they may be very familiar with the system or the job to be done. Effective utilisation of
the human component should be possible if the capabilities of both the human component and
machines are bourne in mind and if sound human factors principles are applied. This is more
likely to result in safer systems, with the human component having a minimal risk of failure,
and which are more satisfying for the user to operate.

Secondly, the design of any new system is an iterative process. As design options are
explored ideas are developed which need to be fed back to the design. A human factors
practitioner is makes an essential contribution to this process by using human factors principles
at appropriate phases in design and adapting them to the specific requirements of the system.
Sequence and timing in the use of human factors principles are important. If sequence and
timing are not appropriate, then benefit is lost and later certification will reflect this. When
principles do not exist for some aspects of design or when a number of alternatives have been
generated, then user opinion may be collected from design options which are tried out in a
controlled fashion. Such information can, in turn, be fed back into the design process.

Finally, the human factors specialist can help to define the performance criteria necessary for
the system to achieve its aim, including those necessary for the human component. Such issues
are rarely addressed in any detail by user/designers at the start of design. Definition of system
aims allows design to focus on supporting the human component and technology to achieve
system output. Definition of performance criteria create standards against which the system can
be evaluated or certified at a later date. Performance criteria used can be divided into three
categories.

System Criteria. Overall system performance can be measured in terms of the output; i.e.,
“does the system achieve a specified level of output according to the standards set at the start of
design?”
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System output is an objective measure of performance, and if standards of output are not
reached, questions are generated concerning the system design. Low system output may reflect
poor equipment, procedures, or poor user performance. System output can be assessed in both
quantitative and qualitative ways.

Task Performance Criteria. Levels of performance on individual tasks needed to achieve the
output can be examined. Such tasks may or may not involve the user. Sub-tasks carried out by
the machine may affect the user, however, so if deficiencies are corrected this can contribute to
the improvement of the overall process. Again quantity and quality of individual tasks can be
examined. Quality can be measured, for example, in terms of accuracy, efficiency,
effectiveness, number of errors and timeliness of tasks and quantity in terms of number of
aircraft processed by a sector in a specified time period.

Subjective Responses. Subjective responses allow the assessment of ease of use of the system
by operators. Acceptable levels for ease of use are gauged at the start of design and can be
measured throughout system design using questionnaires and interviews to cover many aspects
of the system.

Workload measures also reflect ease of use of the system. Early in design, performance
criteria may be defined in broad terms before the detail of functions and tasks of the system
have been considered. The constraints on system development in terms of time, money,
manpower, etc., should also be identified so that the limits, within which accomplishment of
system goals must take place, are taken into account.

The performance of some criteria can be measured objectively and others can only be
reached subjectively by asking the user to respond to direct or indirect questioning. Subjective
measures of performance are obviously going to be subject to some bias from the respondent,
but have proved successful and useful in highlighting problem areas in design of ATC systems
for the Civil Aviation Authority (CAA).

The empbhasis on involvement of a human factors specialist in such early stages of design
has been made because human factors input at conception of system design is unfortunately
rare. The argument for early involvement is common. The reasons why it is rarely the case is
largely because the people who find themselves in the position of having to design new
systems are so often users or ex-users who have a planning role. They are not aware of what
human factors has to offer throughout the design cycle. Likewise, hardware and software
engineers are largely unaware of human factors issues and of the reasons for fully considering
the human component during the design process.

Human Factors Approach to System Design

A systematic approach to design of new systems is described by Bailey (1982). This outlines
the human factors approach and can be used to illustrate where certification of various aspects
of the system are best carried out.

Determination of Objectives and Performance Specifications. A broad statement of system
objectives is the first requirement. For a new air traffic control (ATC) system, these may be
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along the lines of: “provide an ATC system which increases the capacity of a major terminal
maneuvering area (TMA).”

Following this, system performance specifications need to be developed which reflect in
more detail what the system must do to meet its objectives; e.g., process air traffic at a faster
rate using new routes and airspace divisions while maintaining specified separation standards
and providing efficient flight profiles for aircraft. This must be achieved using the current
number of air traffic personnel.

At this stage in design, it is important to have a thorough understanding of the end user.
Consideration must be given to whether the end user will be the same as the current end user of
whether the user will change. A change in characteristics of the end user may result from new
demands of the job to be done or because of a demographic limitation. Interviews and
questionnaires will yield information about the current end users from a fairly representative
population. It is only when the user is understood that a future system can be designed to
effectively include the user.

Likewise, the technology available to form the system should be fully understood in terms
of its capabilities and limitations.

Definition of the System. Having started design with a high level statement of objectives
followed by a description of performance requirements, the definition of functions which the
system has to perform to meet its objectives and performance specifications takes description to
a more detailed level again. Functions reflect the individual statements of work to be done in
order for the system to meet its requirements; e.g.,. receive aircraft into sector, communicate
with aircraft and other controllers, assimilate aircraft information from radar and from flight
strips and maintain separation between aircraft. The functions should be defined whilst
consideration is given to user needs which have been defined in the preceding phase.

Basic Design. A number of activities are carried out in this phase of design. The first is
functional allocation, which involves division of functions between software, hardware and
people. An example of such a consideration would be: should flight strips be updated by hand
by controllers or automatically by machine and displayed on a screen? The relative capabilities
of people and machines are well documented and may be referred to during the process of
functional allocation. Such documented capabilities should only be used as guidelines,
however, as the context within which the system will operate may influence decisions on
allocation. Attention must also be paid to the technology available as continuing advances mean
that capabilities are likely to change (Sanders & McCormick, 1987).

For those functions which are allocated to the human component in the system, the
performance requirements need to be determined. Such performance requirements can be used
later during testing and certification processes.

When human performance requirements are clear, then a task analysis is necessary to break
down the human function into tasks which contribute to it. The sequence in which tasks are
performed is listed and then each task is further broken down into the discrete actions required
to carry it out. Diagrams representing the analysis are produced.

Task analysis allows the safety and efficiency of the system to be considered before it is
constructed. It also forms the basis for designing human-machine interfaces, instruction
manuals, job aids, determining personnel requirements, developing training programs and
designing the evaluation of the system.
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Interface Design. Following basic design, attention is turned to the design of workspace layout,
controls, displays and human-computer interaction. Human Factors principles can be applied
to all aspects of interface design and such principles are well documented. Summaries can be
found in Sanders and McCormick (1987), Salvendy (1987) and Schneiderman (1987).

At this stage of design, it is important that principles are applied and that systems are
certified as far as possible in terms of interface design, using a prototyping facility, before
equipment for operation is purchased or before software becomes too costly or time consuming
to repair.

Testing the Whole System

After basic design has been assessed during prototyping, it becomes necessary to test the whole
integrated design in as realistic an environment as considered necessary and possible. This
permits examination of the interaction of subsystems. It also allows investigation of the impact
of realistic environmental variables on the whole system. The degree of realism introduced into
the simulation should be decided upon with reference to the importance of intervening variables
in the environment and also with reference to the safety criticality of the system.

A high fidelity simulator is appropriate for safety critical systems like air traffic control
systems.

At the Air Traffic Control Evaluation Unit at Bournemouth, a simulation facility exists
which is used for the final stages of development and then the evaluation of new air traffic
control systems. It is a somewhat flexible facility which can be used to simulate a variety of
ATC systems.

A description of this system can be used to illustrate how the Civil Aviation Authority has
made steps towards human factors certification of new air traffic control systems.

Simulation Facilities at the Air Traffic Control Evaluation Unit (ATCEU)

The simulation facility at the ATCEU consists of two full replicas of air traffic operations
rooms. The operations rooms are equipped to represent the two main ATC systems being
developed for the UK at present. The operations rooms can also be configured to replicate
various other ATC operations in terms of airspace, traffic and procedures.

In the text that follows, the central control function (CCF) development will be used to
illustrate how the simulation facility is used to develop and evaluate future ATC systems. The
CCF development is concerned with the airspace comprising the London Terminal
Maneuvering Area (TMA).

The TMA airspace is made up of thirty-two control positions dealing with three airports —
Heathrow, Gatwick and Stanstead. The development is being implemented in three phases.
These discrete stages in the development of the overall system have been, and continue to be
examined in a series of simulations which will span approximately ten years.

The operations room at the ATCEU is equipped with the new radar system, information
display systems, flight strips and telephone systems which have been developed specifically for
the CCF operation.
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For each simulation the airspace and air traffic in question are computer generated along
with flight strips and accompanying information content for the information display systems.
Six to twelve traffic scenarios of 1 1/2 hours duration are generally used during each
simulation.

Each of the computer generated aircraft is controlled by a ‘pseudo pilot’ who is usually an
air traffic assistant who reacts to instructions and communicates as much like a real pilot as
possible. During a typical simulation, about 21 of the sectors will be simulated and this requires
30 pseudo pilots to ‘fly’ the aircraft.

Each simulation typically lasts for 3 weeks during which current licensed controllers operate
the control positions as they will be operated in the real world.

The objectives for each simulation are set by the designers of the system who are usually air
traffic controllers. In development simulations objectives may reflect options in terms of
airspace division, routes and procedures to be tested so that the most appropriate can be chosen
for use. Equipment also undergoes final tailoring at this stage. In evaluations, the objectives
reflect overall concerns about the operability of the system for real world implementation.

Experimental Method and Design for Simulations

During development simulations design options for airspace, routes and procedures are under
examination. There may also be new pieces of equipment to examine as part of the whole
system in realistic conditions.

A controlled experimental design is necessary which enables the air traffic controllers
participating to see all options being examined from as many control positions for which they
are valid, for as many of the traffic samples as possible. The time for which a simulation can be
run is limited by cost and the limited amount of time for which operational controllers can be
released from their work. This means that a completely balanced design is not possible and
usually controllers do not see all the traffic samples from all control positions.

During an evaluation, the final system design is tested over one or two three to four week
periods to examine operability for implementation. Because there are no design options to be
tested, it is possible for air traffic controllers to experience the system from all control positions
for which they are valid for all of the traffic samples which are produced. The number of
exposures to the system which controllers experience during one or two evaluations makes
results reasonably valid.

Measurement During Simulation

The measurements taken at the ATCEU currently fall into two of the categories defined at the
start of this paper. These are system output and subjective responses.

There are three main aims behind the measurements taken during simulations. The first is to
find out whether a new air traffic control system is acceptable and workable from the air traffic
controllers perspective. The second is to discover what effect a new system has on the aircraft
and whether it achieves what it set out to achieve in terms of aircraft movements. Thirdly, the
relationships between aircraft movements and controller workload and opinion is examined.
The information gathered from system output measures is used in conjunction with subjective
responses to achieve these aims.
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Subjective Responses

Subjective measurements involve the air traffic controllers in expressing opinions through
questionnaires and interviews, and in rating workload states during and after simulation
exercises.

Questionnaires. Questionnaires are tailored to the objectives of individual simulations. They are
used to ensure that all the opinions of participants are captured and that all issues relevant to the
objectives are considered by each participant.

Questionnaires usually cover topics such as new airspace, routes, procedures and
coordination. Communication and workload may also be covered. When a new piece of
equipment is under development or evaluation, a complete questionnaire will be devoted to
addressing all aspects of that equipment in detail to ensure that human factors principles are
applied as far as possible and that the end result is acceptable to the users.

Interviews. Interviews are conducted during simulations if a particular issue becomes of
interest or concern. It may also be decided before a simulation that interviews are the most
appropriate way of addressing an issue. Depending on the purpose of the interview, an
individual or small group of participants may be interviewed informally or by using a structured
checklist. Interviews are usually tape recorded and transcribed.

Debriefs. Debriefs are held at regular intervals during a simulation by the ATC system
designers who are usually air traffic controllers. The ATC issues underlying the system under
examination are discussed. Notes are taken during such debriefs and used to augment other
recorded data.

Instantaneous Subjective Assessment (ISA) - Workload Measure

The Instantaneous Subjective Assessment (ISA) is a measure of workload which was
developed at the ATCEU about six years ago. It provides a means by which workload states
can be recorded from 20 — 30 controllers in a dynamic way during simulation exercises.

Workload is defined for controllers using the concept of spare capacity on a five point scale
(see Table 1).

At each control position there is an ‘ISA Panel’ containing a vertical line of five colour
coded buttons, each of which corresponds to one of the five levels of workload defined above.
The panel also contains two small neon lights which flash for 30 seconds every 2 minutes
during a simulation exercise to prompt controllers to input their workload state at that moment.

During a simulation exercise, the ISA inputs are displayed in real time on a PC screen,
known as the Real Time ISA. A colour coded square is displayed beside names of all control
positions simulated for each input made every two minutes. Thus the progress of workload
during a simulation exercise can be monitored. Any incidences of prolonged high or excessive
workload can be investigated as they happen by observing the controller concerned and
discussing the situation with ATC system designers present.
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Worklaod Level Spare Capacity Description

Excessive 5 None Behind on tasks.
Losing track of the
full picture

High 4 Very Little Non essential tasks

suffering. Could
not work at this
level for long

Comfortable 3 Some All tasks well in
hand. Busy but
could keep going at
this level.

Relaxed 2 Ample More than enough
time for all tasks.
Active less than
50% of the time.

Under utilised 1 Lots Not enough to do.
Rather boring.

Table 1. Five-Point scale defining controller workload

If certain control positions show a pattern of high workload over a number of simulation
exercises, then relevant participants are asked to assess their workload further, after a
simulation exercise, using the NASA Task Load Index (see below). This may also be followed
by an interview to discover what the participants felt the causes of high workload were. Hence
the ISA can be used in a diagnostic fashion during a simulation. Such use often leads to
changes in procedures or airspace division being worked out by designers and participants and
tried out. If solutions do not work then the redesign process continues.

After the simulation is complete, ISA data is tabulated per exercise in terms of percentage of
time spent at low, acceptable or high workload levels.

NASA Task Load Index (NASA TLX). The NASA TLX is a measure of workload used to
compliment the ISA. It is a well documented measure (Hart & Staveland 1988) which breaks
workload down into six components: mental demand; physical demand; temporal demand;
frustration; effort and performance.

After a simulation exercise participating controllers make workload ratings according to each
of the six scales. This is done using a personal computer. Controllers also weigh the relative
importance of the scales so that an overall workload score can be calculated which takes into
account the relative contribution of each dimension to the task. As mentioned above, this
measure of workload is used to add detail to the overall workload scores collected by the ISA.

System Criteria

The main purpose of objective measurement during simulations is to collect information
concerning the detailed movements of all simulated aircraft. This information is then used
primarily to look at overall system performance in terms of output; i.e., aircraft movements,
climb and descent profiles and landing rates. Trends in objective data may relate directly to
subjective recordings so reasons behind subjective recordings can be explained clearly.
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Alternatively, objective data may help to explain inconsistencies in subjective data recordings.
The two types of data complement each other well in conveying a complete picture of how well
the whole system, including the human component, is working.

The system performance data can be described as reflecting qualitative and quantitative
aspects of system output.

Qualitative System Performance Measures

Aircraft Track Plots. The horizontal and vertical position of every aircraft is recorded every 12
seconds to build up the track history of all aircraft during one simulation exercise. The tracks
are plotted as continuous lines on a chart marked with beacons relevant to the airspace under
examination. Three colours are used to represent inbound, outbound and overflying aircraft.
Such plots allow examination of route keeping, route layout in relation to stacks, military areas,
etc. Where routes have been found to be too close to stacks due to the limited airspace given to
airspace planners, the track plots have been used as hard evidence to argue for more airspace to
be given to the system under development.

Conflict Plots. Separation criteria are set during a simulation at distances applicable to the
airspace under examination. When such separation standards are broken, the information is
recorded again on a plot which shows where the conflict occurred in relation to beacons in the
airspace under examination. Conflicts are classified according to relative positions and headings
of the aircraft involved. Plots are examined for clusters of conflicts which may be indicative of
poor procedures, poor route or airspace design or of high workload.

Stack Analysis. The numbers of aircraft which hold at airport stacks are recorded, along with
the levels occupied and the length of time for which they held. Stack usage gives an indication
of how well the traffic is flowing through the system. Levels of stack usage within the system
design are assessed for acceptability by the air traffic controllers responsible for designing the
system.

Slice Analysis. To examine how well the system serves the air traffic, it is sometimes necessary
to examine the heights achieved by aircraft at specific sector boundaries, within specific vertical
and horizontal coordinates. To do this, a ‘slice,” representing the two dimensional area, is
placed at the sector boundary in question and the distribution of heights achieved by aircraft in
that area is measured.

Profile Plots. The profile of aircraft tracks into and out of airports can be plotted to allow
examination of the climb or descent profiles achieved by aircraft. If aircraft are held down or up
due to inefficient airspace or procedures design, the proportion can be calculated. If this is
unacceptable in Air Traffic movement terms then changes can be made.

Quantitative System Performance Measures

Aircraft on Frequency. The flow rates of aircraft are reflected in terms of total number of
aircraft which were handled by a sector during a simulation exercise, peak number on
frequency at one time, and the average number per hour through the sector. In this way a
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check can be made of whether the new system increases the flow of aircraft by the number
aimed for in the system objectives.

Landing and Takeoff Rates. Likewise the landing and takeoff rates reflect whether the system
achieves that it set out to achieve in terms of aircraft movements at the airports under
examination.

QSY Analysis. The location where each aircraft transfers frequency from one sector to the next
can be plotted. These plots indicate numbers of aircraft transferring by location. The system
designers examine this data to see that it fits in with their air traffic requirements for the system.

Speech Workload. The amount of time for which each controller is engaged in speech using the
RT or the telephone or the intercom is recorded. When amount of time spent in coordination is
under examination, the exact destinations of each telephone call is logged. Direct verbal
coordinations may also be recorded. The aim of some new ATC systems is to reduce the
number of coordinations necessary in a designated piece of airspace.

Use of Recorded Data

The range of measurements described are used to answer specific objectives which are derived
during the planning phase for each simulation.

Tabulated output is aimed at directly answering the simulation objectives and for some
recorded data comparisons can be made between airspace or route options simulated to judge
increases or decreases in recordings, e.g., aircraft on frequency. For workload data,
questionnaire data and loss of separation data experience of human factors practitioners and Air
Traffic Control experts is used to judge whether the data reflects problems or not.

Trends and relationships between recordings are identified so that a picture can be built up
of the way in which the whole system works. Such use of data goes some way towards what
may be required in certification of an air traffic control system, but what is currently lacking is a
set of approved standards against which measures can be taken. Standards would form a
necessary and important part of certification and would need to be developed as a prerequisite
of a certification process.
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Summary

This paper is based on the experience of engineering psychologists advising the U.K. Ministry
of Defense (MoD) on the procurement of advanced aviation systems that conform to good
human engineering (HE) practice. Traditional approaches to HE in systems procurement focus
on the physical nature of the human-machine interface. Advanced aviation systems present
increasingly complex design requirements for human functional integration, information
processing, and cognitive task performance effectiveness. These developing requirements
present new challenges for HE quality assurance (QA) and risk management, requiring focus
on design processes as well as on design content or product.

A new approach to the application of HE, recently adopted by NATO, provides more
systematic ordering and control of HE processes and activities to meet the challenges of
advanced aircrew systems design. This systematic approach to HE has been applied by MoD to
the procurement of mission systems for the Royal Navy Merlin helicopter. In MoD
procurement, certification is a judicial function, essentially independent of the service customer
and industry contractor. Certification decisions are based on advice from MoD's appointed
Acceptance Agency. Test and evaluation (T&E) conducted by the contractor and by the
Acceptance Agency provide evidence for certification. Certification identifies limitations of
systems upon release to the service. Evidence of compliance with HE standards traditionally
forms the main basis of HE certification and significant non-compliance could restrict release.

The systems HE approach shows concern for the quality of processes as well as for the
content of the product. Human factors certification should be concerned with the quality of HE
processes as well as products. Certification should require proof of process as well as proof of
content and performance. QA criteria such as completeness, consistency, timeliness, and
compatibility provide generic guidelines for progressive acceptance and certification of HE
processes. Threats to the validity of certification arise from problems and assumptions in T&E
methods. T&E should seek to reduce the risk of specification non-compliance and certification
failure.
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This can be achieved by creative and informative T&E as an integrated component of the
design process. T&E criteria for HE certification should be directly linked to agreed on systems
measures of effectiveness (MOE). HE risk should be managed principally through iterative
T&E and progressive acceptance. Integrated and iterative HE T&E procedures linked to MOE
criteria should feed progressive acceptance and provide confidence of compliance with
specification and QA criteria. Certification should also include human behavior as an integral
part of total systems functioning.

Traditionally, the risk for human performance in systems has been a customer
responsibility. Recent initiatives in procurement policy however seek to provide a more
integrated approach in which human resource issues, including operator/maintainer capability
and training, are considered at all stages of the procurement process. The success of this
initiative will depend on the ability to measure and predict human competencies in systems
operations. It may be possible to successfully specify requirements for skill and rule-based
behavior, but uncertainties inherent in the performance of knowledge based behavior present
difficulties for system specification and certification.

Background

Experience with human factors (HF) aspects of various MoD air systems acquisition programs
from the late 1970s through the 1980s revealed a number of general problems with the process
of procuring systems to conform with good HE practice (Taylor, 1987). These problems may
be summarized as follows:

 HF requirements were poorly defined in system specifications.

» HE design standards focused on the physical characteristics of the human-machine
interface and not on the design process nor the performance and effectiveness of
functions, tasks, and operating procedures.

+ Increasing systems complexity amplified the impact of HF on operator performance
and mission effectiveness.

» Poor systems integration increased human information processing and operator
workload and reduced situational awareness.

» Responsibility for HF was shared between the customer and the supplier.

» The demand for human factors advice was increasing beyond that which could be
supplied by customer HF advisors.

* Contracting policy (fixed price) encouraged rigid adherence to specifications and
reduced the flexibility of changing HF requirements during system design and
development.

« Acceptance procedures for HE quality assurance based on ergonomic checklists and
late demonstration evaluation were ineffective and not directly related to mission
effectiveness criteria.

 Problems with operating complex systems were difficult and costly to resolve through
in-service modification and rectification.

* Unacceptable HF risk was carried by the customer.
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The Human Engineering Approach to Systems Design

In 1985, discussions with North American HF colleagues in the ASCC and NATO military
aircrew systems and cockpit standardization fora revealed similar problems in HE procurement.
U.S. human factors personnel made substantial inroads into HE procurement problems during
the Navy F/A-18 aircraft acquisition program. The procurement was based on extensive
application of the principles of U.S. Department of Defense (DOD) Military Specification MIL-
H-46855, “Human Engineering Requirements for Military Systems, Equipment and Facilities.”
MIL-H-46855 concentrates on the importance of timeliness of key HE activities, traceability,
and on performance of critical tasks. It highlights the importance of early “front-end” analysis
techniques (mission and scenario analysis, functional analysis, functional allocation, task
analysis, and performance prediction) in reducing subsequent system development costs and
risks. The progressive nature of these stages in human engineering analysis is illustrated in
Figure 1. The design/development process is iterative. Analyses are repeated several times
during the course of design/development. MIL-H-46855 promotes the value of an agreed on,
tailored, and systematic Human Engineering Program Plan (HEPP) with traceability of the
required HE effort from initial analysis, design and development, to final system test and
evaluation including activities, responsibilities, time-scales, products, and deliverables. The
HEPP specifies detailed contractor HE responsibilities and requires full consideration of
resourcing, cost, and risk implications during contract tendering. Application of the HEPP is
coupled with U.S. Military Standard MIL-STD-1472, “Human Engineering Design Criteria for
Military Systems, Equipment and Facilities,” which provides detailed equipment design
requirements for good HE practice. Canadian HF colleagues who used the same principles
verified that, used properly, MIL-H-46855 provided an excellent approach.

Mission &

Scenario

Analysis
Function
Analysis

Function
Allocation

\ Task

Analysis

Performance
Prediction

Figure 1. Stages of Human Engineering Analysis (From Beevis, 1992)

In 1985, NATO and ASCC cockpit design standards were concerned with relatively specific
technologies, equipment, and individual controls, displays, layout, and lighting requirements.
There was no statement of integrating policy, however. Based on the North American
experience, it was decided there was a need to generate international standards similar to MIL-
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H-46855 and MIL-STD-1472 in order to specify human engineering activities during aircrew
systems acquisition. The derivative NATO and ASCC standards have been available since
1990. The sequence of NATO STANAG 3994 activities is illustrated in Figure 2. Similar
activities are identified in the tri-service MoD Defense Standard DEF-STAN-00-25, “Human
Factors for Designers of Equipment: PART 12: Systems,” published in 1989. This MoD
standard provides “permissive guidelines” in accordance with the “systems” approach without
explicitly defining the requirement for a structured plan (i.e., no HEPP). Other initiatives aimed
at wider integration of human resource considerations in systems acquisition, including
manpower, personnel, training, and safety requirements, such as the U.S. Army Manpower
and Personnel Integration (MANPRINT) program recently adopted by the U.K. MoD Army,
incorporate similar systems HEPP procedures based on MIL-H-46855. Detailed MANPRINT
HE procedures are described in Army Material Command Pamphlet AMC-P 602-1,
“MANPRINT Handbook for RFP Development” (Barber, Jones, Ching, & Miles, 1987).

Test and Evaluation in Systems Human Engineering

According to STANAG 3994/MIL-H-46855 philosophy, the aim of HE T&E is to verify that
the human-machine interface and operating procedures are properly designed so that the system
can be operated, maintained, supported, and controlled by user personnel in its intended
environment. The following guidance is derived from the STANAG with extracts from DOD-
HDBK-763, “Human Engineering Procedures Guide” (U.S. Department of Defense, 1987).

Identification of Test Parameters

System performance requirements need to be identified for verification during HE T&E.
Identification of HE T&E parameters should be based on Mission Analyses in conjunction with
Critical Task Analyses and Loading Analyses. The criteria for selecting system performance
requirements should be the same as those for identifying critical tasks. These requirements
should be used to develop an HE test plan for approval by the procuring agency.

Test Plan

The HE Test Plan (HETP) should specify the type of test and evaluation techniques, rationale
for their selection, the procedures to use, data to gather, number of trials, number and training
of trial subjects, trial conditions, and criteria for satisfactory performance. The relationship
with other T&E activities should also be indicated. The HETP should be specified to ensure
that human performance requirements of the system are met and reported to the customer.
Areas of non-compliance and their consequences should be identified with justification
provided. The information should enable the customer to determine operators’” and maintainers’
performance and their influence on total system effectiveness and reliability. It should also
indicate how the test program results will influence the design and apply to follow-on
equipment or similar systems.
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Quality Assurance Compliance

In indicating how HETP data will be used the plan should describe if the collected data will be
used as formal proof of quality assurance compliance. Proof of compliance should be indicated
as by either analysis, inspection, demonstration, or measurement. MIL-H-46855 reporting
requirements call for Data Item Descriptions (DIDs) which include a Human Engineering Test
Report or HETR. Formal compliance may be provided by the HETR.

NATO DRG Endorsement

The systems approach to HE was reviewed and endorsed recently by NATO Defense Research
Group (DRG), Panel 8, RSG 14, “Analysis Techniques For Man-Machine Systems Design.”
The report by RSG 14 (Beevis, 1992) offers the following observations:

» The concept of a system may have been established prior to consideration of HF

issues. As a result, designers and engineers have difficulty understanding the need for

analyzing systems from a functional point of view. Therefore HE analyses of function

allocation are of little value.

The importance of the approach is that it permits engineers and designers to examine

the system concept in new ways by identifying functions which must be performed

rather than identifying subsystems which may be required.

The function-oriented point of view facilitates development of novel system designs

and encourages revolutionary as well as evolutionary changes.

Increasing levels of automation and complexity in advanced mission systems magnify

the importance of detailed analysis of the roles and functions of human operators.

The effectiveness of HE analysis techniques is based on separating the system design

problem into functions, subsystems, or states which are defined and validated.

The subsystems are then recombined to predict system performance and

operator/maintainer workload.

It is generally assumed that the prediction of system performance is valid if it is based

on the validated performance of sub-systems.

« Quality assurance aspects of the various techniques needs to be better understood.

The link from HE analyses to system performance requirements must be made

explicit.

« In most analyses, particularly for function atlocation, the link is indirect and can only
be provided by further analyses of system performance.

Merlin Human Engineering

In the U.K. we have experience with applying MIL-H-46855 principles by citing STANAG
3994 as a mandatory reference on several air systems acquisition programs. We have been
particularly keen on raising the profile and effectiveness of HE and emphasize shifting more HE
risk in procurement to contractors while maintaining HE quality assurance. STANAG 3994 is
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perceived as a potentially valuable aid both for maintaining HE quality assurance and for
managing HE risk in the procurement of complex mission systems. Also the risk for HE is
perceived as particularly important during complex mission systems procurement. For complex
systems, situation assessment and mission performance effectiveness are functions of the
integration and interaction between the operator and the equipment’s information processing
and cognitive decision-making capabilities. The U.K. program which provides the most
advanced example of STANAG 3994 application is the procurement of the Royal Navy Merlin
(formerly EH101) Anti Submarine Warfare (ASW) helicopter. This project is known as the
Merlin Prime Contract (MPC). The RAF Institute of Aviation Medicine (IAM), DRA
Farnborough, and Aerosystems International have acted as HE technical advisors on the
program. This paper is largely based on the HEPP acceptance/compliance assurance issues that
have arisen on the MPC program.

Merlin Specification Rationale

The development of the U.K. Royal Navy (RN) Merlin helicopter evolved from the RN EH101
development program by transferring responsibility for the RN EH101 helicopter to a prime
contractor (IBM/ASIC). In the process the helicopter was renamed Merlin. To aid the
submission and assessment of bids by potential prime contractor candidates, the Merlin aircraft
was specified according to design, functionality, and its Operational Performance and
Acceptance Specification (OPAS). The Technical Requirement Specification (TRS) lists
standards and rules governing design. The OPAS dictates the trials, their types and formats,
and methods required for acceptance of Merlin by the RN. Figure 3 shows the basic contents of
the Merlin specification.

Operational Performance and Acceptance Specification (OPAS)

The OPAS trials occur in two forms. Single Task Trials assess the operational performance of
individual equipment. Stressing Mission Trials on the other hand assess the operational
performance of multiple systems within a realistic flight trial and operational scenario. The
requirements for trial aircrews are specified and where a need for trained service aircrews is
identified, appropriate qualifications, experience, and conversion training are established. The
means of assessing trial performance is also specified. One of the primary criteria for
assessment are measures of effectiveness (MOE). The MOE are based on specific high level
functions that are progressively isolated to MOE levels depicting specific performance
characteristics that must be demonstrated over a series of trials. Pass/fail acceptance criteria are
agreed on for the deterministic Single Task Trials. The operator-in-the-loop stressing missions
will be performed on a test and declare basis (i.e., with no pass/fail criteria). Current judgment
assumes that service crew competence is not a contractor responsibility. Thus, crew
performance is considered to be an uncontrolied and unpredictable variable. The contractor’s
intention is to reduce risk in the stressing missions by additional operator-in-the-loop
simulations prior to OPAS.
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Specification Document to Accompany

Merlin ITT
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Requirements Requirements
Trials Mission Flight ARM
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Mandatory Plans
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Figure 3. The Contents of the Merlin Specification

Merlin Human Engineering Program Plan

The application of human engineering to the Merlin is governed by a mandated HEPP, in
accordance with STANAG 3994. The HEPP is managed by Westlands Helicopters Ltd.
(WHL) on behalf of IBM/ASIC. The coordinated HEPP is a tailored implementation of
STANAG 3994 and is applicable to all new or modified equipment and systems delineated by
the Merlin specification (essentially an updated EH101 specification), namely: Active Dipping
Sonar (ADS), Data Link (DL), Identification Friend or Foe (IFF), Global Positioning System
(GPS), and Digital Map. Figure 4 illustrates the concept of the HEPP and T&E binding
together Merlin high leve! functionality.

The weakness of the HEPP is its limited influence on equipment or systems which were
developed for RN EH101 without a mandated HEPP and will remain largely unmodified. The
plan focuses on extended mission systems human machine interfaces (HMI) in the rear cabin
where the Merlin specification is of primary influence. Aircraft HE integration issues pertaining
to the flight deck exert little influence on the Merlin HEPP, as they have been addressed
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Figure 4. Merlin High Level Functionality

through RN EH101 development. OPAS fulfills the mission analysis requirement. Also,
system functions are based largely on the existing EH101 definition and allocation and are
amplified by the Merlin Functional Requirements Definition (FRD). Further functional analysis
is rendered either unnecessary or potentially ineffective as a result. Notwithstanding the
requirements of the new Merlin equipment, the HEPP largely concerns post activities
equipment identification, from task analysis to equipment detail design, with the traditional
emphasis on HMI. The primary focus is to ensure that as new features are added operator HMI
workload remains manageable. Also early identification of workload and design challenges
reduces the risk of future cost and scheduling problems. Consequently, the HEPP embodies a
strong workload emphasis. It specifies the analyses, simulation assessments, workload
measurement trials, and tools for HMI development. In summary, through extended HMI the
HEPP and associated T&E linked with OPAS MOEs can be conceived as the means of
delivering HE for required TRS and FRD high level functionality. Figure 5 shows the HE

testing sequence in relation to the system life cycle.
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Figure 5. HE Testing Sequence in Merlin Life Cycle

Merlin Predictive Analysis

A key feature of the Merlin HEPP is its inclusion of predictive analyses of workload and
decision-making to aid design assessment, to support progressive HE acceptance, and to
anticipate future simulation and flight trials (MacLeod, Biggen, Romans, & Kirby, 1993).
Critical mission segments were selected from OPAS. Mission “story-lines” were created for the
segments based on interviews with Subject Matter Experts (SMEs). These story-lines were
transformed into Operational Sequence Diagrams (OSDs) at the aircrew sub-task activity level
and the OSDs were the basis for workload and decision analyses. The sequencing and
relationship of the analyses are depicted in Figure 6.

Workload Analysis

In workload analysis, detailed task timelines were generated from empirical observation and
published task-time data. Attentional demand loadings were created from SME loading
estimates using VACP (visual, auditory, cognitive, psychomotor) workload model criteria
recommended by MoD (Taylor, 1990), and were subsequently validated by the contractor
(Biggen, 1992). Results were used to indicate workload peaks and troughs, to determine their
causes, and to suggest solutions for ameliorating unwanted workload. The data generated to
date indicate predicted task-time overruns on critical mission segments as compared with
baseline intended times. The overruns were addressed largely with reference to the efficiency of
proposed operating procedures. The predicted workload data obtained so far indicate some
short transient areas of multi-task conflict during continuous monitoring tasks, leading to
reduced situational awareness due mostly to the demands of simultaneous intercom tasks. There
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were also indications of imbalance in workload distribution between the two rear-operator
positions (observer and air crewman).
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Figure 6. Relationship of Merlin HE Predictive Analyses

On the whole, predictions were judged by the contractor as indicating manageable workload
problems, with amelioration evidenced through procedure development and crew training.
Further modeling prediction and examination would occur during simulator workload
validation. The initial analysis was static and deterministic. However future analyses using
dynamic and stochastic network simulation are planned. Maintaining and refining the workload
prediction model and keeping it up-to-date with new equipment and task requirements is an
important responsibility for progressive HE acceptance.

Decision Error Analysis

The decision analysis used a novel technique to examine task related decision processes and
their associated errors. The TRS called for particular attention to the cognitive aspects of Merlin
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HE. The quality of situation assessment and decision-making were considered key factors in
determining operational effectiveness of the Merlin mission system. This consideration
influenced the choice of Stressing Missions for OPAS. Stiles and Hamilton (1987) point out
that interdependency of mission goals means there are often decision points which permit the
operator to modify intentions according to assessment of the situation. Options associated with
goals are controlled at these points. The designer must therefore ensure that option paths are
clearly presented at these junctures within the situation context. Decision analysis could become
the controlling activity for the design process, complementing information analysis. It was
necessary to develop a novel technique because decision analysis is a relatively new activity.
Several attempts at developing a task analysis technique for decision making have been reported
in the literature. But, as noted in the RSG 14 reported (Beevis, 1992), no single most
promising technique has emerged. The form of decision analysis used on Merlin is described in
detail by MacLeod, Biggen, Romans, and Kirby (1993).

In summary, based on the OPAS mission story-line OSDs, human error probabilities
associated with performance of task segments were generated based on the literature or SMEs.
The effects of errors on subsequent decision processes were estimated by SMEs in terms of
error probability and error severity. The error influences on critical tactical decisions were then
mapped against estimated task times through dynamic stochastic network simulation in
MicroSAINT for Windows™ (MSW). MSW provided dynamic simulation of critical decisions
and errors through various decision paths to operator task completion using Monte Carlo rules.
The results provided traceable evidence of the efficacy of tactical decisions on the probability of
mission success and identified critical decision points affecting mission performance. The
critical decision points were correlated with the workload analysis. They could also be used to
guide design activity through improved information availability, option clarification and
highlighting, and procedure modification and training.

Certification

By definition, to certify is to endorse or guarantee that certain required standards have been
met. Certification is “the act of certifying” or “the state of being certified.” The word “certify”
has its roots in the Latin certus (certain) and facere (to make). “To be certain” means to be
positive and confident about the truth of something. In law, certification is a document attesting
to the truth of a fact or a statement.

The requirements for the act of certification are that the system should fit its intended
purpose and meet specific requirements of reliability, safety, and performance. Certification is
more than endorsing compliance with the system specification, a contracting authority concern,
because the specification may not include all the necessary requirements.

Government Functions

In government management of systems design the role of certification can be considered as a
judicial function rather than a legislative or executive function. Certification is a judgment on the
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design standard of the system and carries with it major implications for program risk and cost.
The following are further notions of how these functional distinctions can be applied:

* Legislative Functions: Staff requirement generation, system technical requirements
specification, design standards definition, acceptance standard definition, technical
transfer agreement, and contracting.

* Executive Functions: Contract management, program planning, concept analysis,
prototyping, design, development, documentation, and production.

* Judicial Functions: Test and evaluation, compliance demonstration, acceptance,
concession negotiation and agreement, audit, quality assurance, and certification.

Legislative functions are responsibilities of the customer, task sponsor, or contracting
authority (MoD) and its project/program office. Executive functions are largely responsibilities
of the contractor/manufacturer, in consultation with the customer authority. Separation of the
Judicial function from the legislative and executive functions is essential to preserve judicial
effectiveness. Failure to achieve certification has major implications for both the customer and
the contractor. It follows, then, that in the interests of independence and impartiality, HE
certification needs to be independent from both legislative and executive functions. Certification
of the overall testing and acceptance plan should ultimately be the responsibility of an
independent agency appointed by the customer authority and recognized by the
contractor/manufacturer.

Certification Authority

Certification is the end product of successful test and evaluation. Logic dictates that test and
evaluation follows analysis and design. In the U.K., the ultimate endorsement for military
aircraft systems is the Release to Service granted by the MoD Controller Aircraft (CA), namely,
the CA Release. Certification for civil aircraft is issued by the Civil Aviation Authority (CAA).
CAA certification must be particularly stringent because of the responsibility for carrying
passengers. The object of CA Release is to provide a statement to the Service Department that
the aircraft will perform its intended in-Service role with acceptable levels of safety and
effectiveness. The statement includes any limitations or restrictions to observe in operating the
aircraft at the defined build standard. All systems should be safe to operate and fully effective
under all specified environmental conditions. CA Release covers the performance of mission
systems and vehicle engineering systems, as well as basic handling qualities of the aircraft. CA
Release is a progressive activity, beginning with an Initial Temperate Functional CA Release
covering the temperature environment for initial aircraft delivery for flight testing. Subsequent
stages of release extend the scope of clearances for flight testing of early production aircraft
through the activities leading to formation of the first operational squadron.

MoD'’s current policy is to appoint an Acceptance Agency to ensure that the system produced
is adequately tested to prove that it satisfies specification requirements. The Acceptance Agency
interfaces directly with the contractor on behalf of the MoD Authority in order to endorse trial
plans, monitor trials, and assess results against contractual performance criteria and
recommends acceptance or rejection by MoD. Responsibility for trial planning and control rests
with the contractor. A MoD Trials Agency may be appointed to assist the contractor with trial
planning and control details involving MoD facilities and to provide advice on operational and
support requirements. The MoD Aeroplane and Armament Experimental Establishment
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(A&AEE) at RAF Boscombe Down is the MoD agency for aircraft operational trials and
acceptance testing. A&AEE provides the aircrew for the Merlin contractor T&E progressive
acceptance demonstrations and flight trials. CA Release is based on recommendations by
A&AEE. A&AEE assessments are governed by requirements of the aircraft technical
specification and relevant MoD Defense Standards, MIL Specifications and MIL Standards,
particularly DEF-STAN-00-970, “Design and Airworthiness Requirements for Service
Aircraft.” DEF-STAN-00-970 includes chapters on general HE requirements for cockpit vision,
controls, displays, layout, and lighting. These chapters are referenced in the system
specification and are used by the manufacturer to guide design activities. The manufacturer is
required to provide evidence of qualification for compliance to assist the certification process.
Avionics systems rigs with representative human-machine interfaces are used by A&AEE to
support the process of CA Release. Data generated by the contractor during developmental trial
testing also contribute to CA Release. A&AEE does not employ HE specialists, therefore
weakening A&AEE'’s ability to act as an Acceptance Agency for HE. There is merit in having a
single Acceptance Agency responsible for all aspects of aircraft acceptance. DRA and IAM
provide A&AEE with technical advice and scientific support for HE Acceptance. As the demand
for HE Acceptance increases and becomes more sophisticated, the need may arise for A&AEE
to employ HE specialists as an integral part of its acceptance function.

Certification Validity

The credibility or trustworthiness of certification depends on the validity of the evaluation on
which it is based. Careful attention must be paid to threats to validity for particular evaluations
and design decisions. Sherwood-Jones (1987) provides a summary of the threats to quality in
evaluations using quasi-experimental designs; behavioral scientists and HE specialists will find
them familiar. There are nine threats to internal validity:

* History — events, other than those studied between pre-test and post-test, that could
provide an alternative explanation of effects.

» Maturation — processes within the system producing changes as a function of time
passage.

* Instability — unreliability of measures, fluctuations in sampling.

* Testing - the effect of taking a test on the scores of a second test.

 Instrumentation — changes in calibration, observers, or scores that produce changes in
obtained measurements.

» Regression artifacts — pseudo-shifts from subject or treatment selection based on
extreme Scores.

* Selection — bias from differential recruitment of comparison groups leading to different
mean levels on measure of effects.

» Experimental mortality — differential loss from comparison groups.

» Selection maturation interaction — bias from different rates of “maturation” or
“autonomous change”.

Six threats to external validity can be identified pertaining to problems with interpreting
experimental results and generalizing to other settings, treatments, and measures of the effect:

« Interaction effects of testing — for example, pretesting effects-sensitivity to variables.
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* Interaction of selection and experimental treatment — non-representative
responsiveness of the treated population.

* Reactive effects of experimental arrangements - artificiality in the experimental setting
that is atypical of the normal application environment.

* Multiple treatment interference — effects of multiple treatments as distinct from separate
treatments.

* Irrelevant responsiveness of measures — all complex measures have irrelevant
components that may produce apparently relevant effects.

* Irrelevant replicability of treatments — complex replications failing to reproduce the
components responsible for the effects.

Quality Assurance

In accordance with the emphasis in MIL-H-46855/STANAG 3994 on functional effectiveness,
certification of criteria for HE acceptance should provide a broad endorsement of quality
assurance (QA) or fitness for purpose. The word “quality” is defined as “the totality of features
and characteristics of a product or service that bear on its ability to satisfy a given need.” The
definition of quality assurance is “all activities and functions concemed with the attainment of
quality.” MoD Defense Standard DEF-STAN-05-67, “Guide to Quality Assurance in Design,”
emphasizes that those concerned with a given project can contribute to and are involved with
maximizing and assuring its quality. QA organizations undertake specific activities in measuring
quality and ensuring that appropriate contributions are made by all personnel to quality
assurance. But responsibility for the final product’s quality rests with line managers who are
responsible for design and production, including performance over the system life cycle. This
is a basic tenet of Total Quality Management (TQM).

HE can support the TQM approach by helping to identify characteristics of system users and
their requirements, as well as features of operator/maintainer performance which contribute to
variance in the system product or output. The RSG 14 Report (Beevis, 1992) notes that
distinction is made between quality of design, meaning “the process of task recognition and
problem solving with the objective of creating a product or a service to fulfill given needs,” and
quality of conformance, meaning “the fulfillment by a product or service of specified
requirements.” HE QA is a function of how well it contributes to the design of an effective
system (quality of design) and how well it provides accurate, timely, and usable information for
the design/development team (quality of conformance). The following indices or criteria were
proposed by RSG 14 (Beevis, 1992) as providing evidence for HE QA:

* Schedules which show that analyses will be timely

* Organization charts which indicate that the HE effort will be integrated with other
systems engineering and Integrated Logistical Support (ILS) activities

* Use of metrics and measures of effectiveness that are compatible with each other and
with other engineering activities

» Compliance with a relevant specification

Scheduling and charting HE activities are key MIL-H-46855/STANAG 3994 tenets. On the
basis of a critique of HE analysis techniques, RSG 14 (Beevis, 1992) recommends considering
the following QA criteria during development of a HEPP:
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* Completeness

« Consistency with preceding analyses

» Timeliness

» Compatibility with other engineering analyses

Consideration of QA draws attention to the need for concern for both the design process and
content of the product. Advanced systems employ new interface technologies and concepts.
Existing HE standards for detailed equipment design are losing relevance and influence as new
technologies and concepts are introduced. Currently the nature of the design process is
assuming greater importance in products’ overall quality. HE certification for advanced aviation
systems needs to be concerned more with proof of process than proof of content, according to
the philosophy of MIL-H-46855/STANAG 3994.

Creative Evaluation

The certifying authority might wish to conduct some form of human factors or ergonomic audit
for QA certification purposes. Indeed, the U.S. General Accounting Office (1981) provides
guidelines for this purpose by identifying questions to help assess whether or not human
factors were considered during the weapon system acquisition process. But such an audit
would not serve to inform the design process. Evaluation should be useful, informative, and
preferably, creative. The need for useful evaluation was addressed by Patton (1978).
Evaluation can be either “formative,” aimed at improving the design, or “summative,” aimed at
deciding whether or not to proceed with a design. There are two fundamental requirements for
making evaluation useful:

* Relevant decision makers and information users, rather than an abstract target
audience, must be identified.

« Evaluators must react, adapt, and actively work with identified decision-makers so as
to make informed judgments about the evaluation; i.e., focus, design methods,
analysis, interpretation, and dissemination.

Progressive Acceptance

Both in common engineering practice and in the formalized approach advocated by MIL-H-
46855 and STANAG 3994, HE acceptance testing is embedded as an integral part of the design
process. HE involves a logical sequence of mostly iterative activities, each involving the
application and testing of design and performance criteria and associated standards. Like
software QA, T&E for HE acceptance needs to be phased or progressive. Progressive
acceptance T&E should be embodied in the different stages and levels of the system design and
development process. The T&E could be referred to as technical rather than operational. Higher
levels of HE QA concerned with functionality and effectiveness are the most significant and yet
the most difficult to check. Consequently, there is a danger that verifying integrated functional
effectiveness of the total system, with the operator/maintainer in the loop, will be fully
addressed only in final operational acceptance testing. Relying only on final operational T&E
for full HE acceptance is risky, particularly with complex mission systems that require major
engineering integration activity and are designed to prevent potentially high operator workload.
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In theory, the system should be designed to pass operational T&E without any uncertainty.
Progressive HE acceptance testing is needed during integration on rigs, simulation facilities,
and development aircraft to ensure that the lower level requirements are being dealt with
correctly. Otherwise it is unlikely the higher levels will be acceptable. It is emphasized that the
process must address in particular depth the operational performance of complex mission
systems to guarantee functional integrity and effectiveness. Progressive acceptance is a key
contributor to proof of process.

Certification of Human Behavior

The GFE Approach

Formal acknowledgment of human functioning as an integral component of systems, together
with equipment operation, is a relatively recent development. Certification of systems where the
human is considered as a system component presents new challenges for systems engineering.
The traditional approach to systems engineering focuses on equipment operation. It treats the
human operator/maintainer as a given quantity, over which the contractor has little or no control
or responsibility, often “jokingly” referred to as Government Furnished Equipment (GFE). The
traditional design objective is to provide a system fit for a purpose that can be reliably, safely,
and effectively operated by the “average” operator/maintainer. Unfortunately, “average” is ill-
defined and becomes a quantity left to the judgment of the MoD A&AEE test aircrew. The
danger in the GFE approach to human capability is that it implicitly assumes that treating the
performance of the average operator/maintainer in a deterministic, predictable, and mechanistic
manner is adequate, when in fact the uniquely human characteristics in systems are flexibility,
adaptability, and unpredictability. Consequently, traditional HE analyses have tended to be
“physicalistic” (anthropometry, ingress/egress, workspace layout, visibility and reach, lighting,
and task timeline analysis) rather than cognitive (situation assessment, decision-making, errors
of judgment, expertise, intentions, application of knowledge, tactics, strategy, and goals). The
consequences of the physicalistic/cognitive distinction are discussed in detail in the second ASI
position paper by the authors (MacLeod & Taylor, 1994). The GFE approach prevents the
Merlin OPAS Stressing Missions from being more than a test and declare process. The
customer still bears the risk of total integration failure since this can be attributed to GFE
variables. MANPRINT procedures, introduced since the EH101 procurement, seek to address
the problem on future programs by procuring manpower, personnel and training, and human
engineering.

Cognitive Functions

The traditional HE assumptions about human design requirements are at best limited in scope,
and at worst invalid, if they are based on inappropriate models of human interaction in systems.
They may lead to inaccurate, unrealistic, and optimistic assessments of overall system capability
and effectiveness. Recent U.K. procurement experience indicates a tendency to be over
optimistic with predictions of future operational performance of complex advanced systems
under development. With the GFE approach, the risk for human functionality in total system
performance is carried by the customer rather than by the contractor. Failure to achieve systems
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performance targets in T&E can be ascribed to human capability or performance variability. The
problem then becomes one of the human not matching the machine rather than the converse,
and it needs to be solved by improved customer-provided training or by enhanced customer
selection standards, not by in-service system upgrades. This is increasingly untenable in a
procurement climate seeking to minimize the risk to the customer. It is particularly inadmissible
for procurement of complex advanced mission systems where system performance
effectiveness is increasingly a function of operator-equipment integration and cognitive level
interactions dealing with information processing, situation assessment, and decision-making.
The RSG 14 report (Beevis, 1992) concludes that while it is generally assumed that new
advanced systems place increasingly high demands on the cognitive aspects of
operator/maintainer behavior, most HE techniques on the other hand lend themselves to the
description of skilled behavior, not cognitive behavior. It seems that certification of HF in
advanced future systems will require better resolution, analysis, and engineering of cognitive
functions than presently available with HE techniques. Stiles and Hamilton (1987) describe
how a cognitive engineering approach to functional analysis will be needed for identifying a
pilot’s intentions during his or her interface with the system, as well as for providing a design
(information and/or control) to help achieve the intentions. The requirement for improved
resolution of cognitive functionality is discussed further in the second position paper by the
authors (MacLeod & Taylor, 1994).

Aircrew Certification

Certification procedures for aircrew selection/training might provide some of the missing
human cognitive functional concepts and behavioral parameters needed for advanced aircrew
systems HF certification. However, aircrew selection and training criteria are not yet firmly
based on an understanding of cognition and behavior theory. Criteria for certifying aircrew
ability as “adequate” for civil flying or “above average and not requiring further training” for
military flying are largely based on performance of instrument flying tasks and knowledge of
rules and procedures for air safety. The required standards of airmanship are still highly
subjective and largely the responsibility of experienced assessors/flying instructors. However,
it is possible that the mystery surrounding airmanship will dissipate. MIL-H-46855 and
STANAG 3994 call for a Potential Operator Capability Analysis to provide data for defining
and allocating functions. Also, MANPRINT requirements for Target Audience Description
(TAD) demand a more explicit, objective, and theoretically consistent approach for defining
aviator performance.

The problems of measuring and developing competence in the cockpit are major concerns of
training technologists. Brown (1992) notes the increasing concern with cognitive decision-
making competencies for combat aircrews in addition to traditional requirements for flying
skills and knowledge. In the systems approach to training, competency is viewed as an
outcome of a system and an integral part of its overall operation. Recent procurement policy for
“turn-key” training systems has created the need for more functional and performance-based
specifications rather than formerly equipment-based specifications (Brown & Rolfe, 1993). The
customer must therefore define the operating constraints and the training outcomes required,
including the activities to be learned on a device, the rate of learning, and the performance
standard. Thus there is increased emphasis on the quality of the task and training analysis
performed by the supplier in determining that equipment will satisfy task demands. Aftention is
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also focused on the role of evaluation in acceptance testing; evaluation may need to be extended
into the system life-cycle to demonstrate that a device actually instructs.

A recent review of the requirements for operator and automation capability analysis, in the
context of advanced aircrew system design and “human-electronic crew” teamwork, points to
the key role of human performance modeling for predicting human system performance (Taylor
& Selcon, 1993). The embedded human performance model for cockpit performance prediction
and pilot intention inferencing in the U.S. Air Force Pilot’s Associate indicates some of the
necessary HE elements (Lizza, Rouse, Small, & Zenyuth, 1992). There is a need for a common
performance-resource model and associated taxonomy for systematically linking human
resource capabilities to mission performance task demands that incorporate features required for
HE analysis and relevant human competence parameters (Taylor, 1991).

SRK Taxonomy

The taxonomy of skill, rule, and knowledge-based (SRK) behavior provides a potentially
useful way of thinking about HF certification issues. In skill-based behavior, exemplified by
the performance of controlling tasks, performance is relatively easily measured, demand is
relatively easily predicted, and the capability requirement can be specified and verified. Hence,
skill-based behavior is a strong candidate for HF certification. More or less the same can be
said for rule-based behavior, exemplified by supervisory and monitoring tasks. Difficulty arises
with the certification of knowledge-based behavior, exemplified by planning and decision-
making tasks. By definition, knowledge-based behavior is novel, measurement of performance
is qualitative and at best nominal (e.g., correct or incorrect decision), and demand is stochastic
and probabilistic rather than predictable and deterministic. The capability requirement for
knowledge-based behavior is the most difficult to anticipate, specify and verify.

It is difficult to conceive of a contractor being prepared to guarantee, say, that incorrect
decisions concerning uncertainty would be made less than five percent of the time.
Traditionally, analysis of decision points where the operator changes goals, alters information,
and controls requirements, is omitted from the design process. Some progress can be made,
though, through decision analysis (MacLeod, Biggen, Romans, & Kirby, 1993; Stiles &
Hamilton, 1987). Metzler and Lewis (1989) report that the procurement of the Airborne Target
Handover System/Avionics Integration (ATHS/AI) for the Apache (AH-64A) aircraft specified
a 30 percent reduction in crew task time for each task (60 percent overall), 90 percent mission
reliability, and no more than five percent of the mission aborts artributed to human error. The
Merlin decision analysis explored the impact of decisions on the probability of mission success;
the findings however are considered indicative rather than definitive.

Ideally, the design goal is to provide systems that are totally predictable and reliable. This
must mean avoiding, if possible, the need for knowledge-based behavior, but probably the
provision of totally automated systems. However, it is in the nature of the military environment
that human situation assessment, hostile intention inferencing, and unbounded knowledge-
based behavior applied through flexible adaptation of goals, tactics, and strategy often provide
the “combat winning edge.” Systems that are intended to operate in uncertain environments
need to provide the unrestricted scope for appropriate knowledge-based behavior. The recent
debate about providing situational awareness in highly automated systems is an example of this
problem. Arguably for certain military systems where effectiveness depends on flexibility,
adaptability, and unpredictability it is the limitless capacity for knowledge-based behavior that
needs to be certified.
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Conclusions

Notwithstanding system life cycle considerations (i.e., maintenance, in-service modification,
up-dating), certification marks a formal end to the system design, development, and production
process. It is the last operational endorsement of the proof of concept, proof of process, and
proof of product. It is the final sanction of the solution to the design problem. The threat of
non-certification and a severely restricted release to service is a potentially powerful device. It
could help ensure that HF considerations maintain their rightful place at the center of the design
process. Consideration of the ability to certify HF aspects of system design is a sign of the
maturation and acceptance of HF methodologies and standards. But, realistically most HF
issues are a long way from being assigned sufficient importance to become potential “show
stoppers” for certification. With power comes a risk of abuse. The preceding could be a
problem if certification is seen as an end in itself. What happens if, in assessing novel
technology and a revolutionary new system concept, existing certification criteria are wrongly
focused, invalid, and fail to measure true impacts on operators’ health and safety? The
certification authority should find an incumbent obligation of concern that necessitates continual
self-evaluation. Care must be taken not to assign blind trust to existing certification procedures.
Certification alone is not generative or creative. Front-end analysis, iterative design and testing,
and progressive acceptance provide the methods and tools for generating confidence and HE
quality assurance necessary for certification. There is a danger of certification encouraging
“rear-end analysis.” As such, it carries many of the characteristics and weaknesses of
traditional, 1970s style late ergonomic assessments, as identified at the beginning of this paper.
Neither is certification a panacea, capable of remedying the ills of poor design methodology. It
can only be as good as the front-end analysis and T&E that feeds it. It is probably essential to
ensure that HF considerations, HE processes, and HE standards are contractually mandated as
an integral part of the design process using MIL-H-46855/STANAG 3994 procedures. HF
certification then can be added to endorse compliance with these contractually binding
requirements.

The uncertainty of human reliability is a fundamental problem for HF certification.
Certification also concemns matters which are certain and true. Obviously, one cannot be certain
about matters which are variable. Certification cannot be obtained for design concepts or
prototypes tested only in the abstract or by simulation. Certification can only be valid for the
real product tested in the real operational environment. Progressive acceptance rather than
certainty is all that can be obtained for concepts and prototypes. Certification can guarantee that
specific absolute HF design standards are met and that necessary design and test processes and
activities have taken place. However when a human is an integral system component, it is
difficult to conceive of contractually meaningful expressions of certainty about total system
fitness for purpose, system performance, and functional effectiveness. Human performance,
whether skill, rule, or knowledge-based, is inherently uncertain. All that can be expected with
certainty is an endorsement or guarantee that sometimes the required standards of human-
systems performance will not be met. Levels of confidence in human systems performance
could be provided in probabilistic rather than absolute terms. Probabilistic certification of
human-systems operation might provide the basis for a form of limited release to service,
perhaps associated with additional supervisory, performance monitoring, and training
safeguards. In advanced systems, the role of humans is increasingly one of dealing with the
uncertainty that cannot be handled automatically, or the variability that cannot be predicted and
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controlled. The human component is responsible for generating the required system
performance and for achieving the intended system effectiveness goals under circumstances that
cannot be entirely predicted and anticipated. Probabilistic descriptions of the intended and
expected system operation, performance, and effectiveness are likely to become more common
as specification goals and certification norms. Certainty is perhaps too absolute a term for many
HF certification requirements. Confidence, acceptance, and perhaps certitude may be more
appropriate terms for describing the relative uncertainties of human-machine systems
performance.
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Changing Flight Crew Roles

Advanced avionics through flight management systems (FMS) coupled with autopilots can now
precisely control aircraft from takeoff to landing. Clearly, this has been the most important
improvement in aircraft since the jet engine. Regardless of the eventual capabilities of this
technology, it is doubtful that society will soon accept pilotless airliners with the same aplomb
they accept driverless passenger trains. Flight crews are still needed to deal with inputing
clearances, taxiing, in-flight rerouting, unexpected weather decisions, and emergencies; yet it is
well known that the contribution of human errors far exceed those of current hardware or
software systems. Thus human errors remain, and are even increasing in percentage as the
largest contributor to total system error.

Currently, the flight crew is regulated by a layered system of certification: by operation,
e.g., airline transport pilot versus private pilot; by category, e.g., airplane versus helicopter; by
class, e.g., single engine land versus multi-engine land; and by type (for larger aircraft and jet
powered aircraft), e.g., Boeing 767 or Airbus A320. Nothing in the certification process now
requires an in-depth proficiency with specific types of avionics systems despite their prominent
role in aircraft control and guidance.

New System Information

New systems now emerging will undoubtedly add safety to aircraft operating in the future
airspace system, but the added information processing required to operate in that system will
probably increase, not decrease, the crews' overall mental workload. For example, the
capabilities of the Global Navigational Satellite System (GNSS) will eventually allow
“uplinking” of the positions of individual aircraft via Automatic Dependent Surveillance (ADS),
which could include data quantifying weather conditions surrounding each aircraft. The
consolidation of specific traffic and weather into a national, even global, information network
could be re-transmitted on demand to equipped aircraft. Moreover, air traffic control equipped
with comprehensive and real time data about traffic and weather events in the airspace could
dynamically manipulate airspace restrictions and uplink new configurations to cockpit electronic
maps.
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Even individual aircraft flight management systems could be automatically re-programmed
from the ground for more efficient routing, then activated by acknowledgement from the crew.
All this can provide crews with rich information about traffic, weather, and the airspace
surrounding their aircraft, but it also increases monitoring responsibilities.

Monitoring

In the attempt to try to convey all information (without prioritization), the danger may be that
there will be less knowledge conveyed (by overloading information). Design philosophy will
play a role; some air carrier manufacturers (e.g., Airbus Industrie) prefer to display the status of
many ongoing events and data, presumably with the objective to keep the crew better informed
and aware. Other manufacturers (e.g., Boeing) choose to display principally abnormal status
items, presumably protecting crews from lowering their attention by becoming accustomed to
overlooking normal data. The implications of such designs are echoed in the ongoing debate
about the effect of datalink cutting off “party line” monitoring of common radio frequencies.
One side argues that crews are losing valuable situation awareness information by eliminating
broadcasts from surrounding aircraft; the other side contends it is better to filter out all non-
essential communications.

Supervision

Flight crews may have an even greater challenge supervising automated flight control systems
than by actually performing tasks themselves. As Dr. Earl A. Wiener put it, “... bigger
mistakes are made more often while supervising, than when in direct control” (Wiener, 1990).
This may be due, in part, to less involvement by the crew; thus the potential for divided
attention and larger casual errors. In addition, autopilots in the past were programmed to or
from single ground reference points or altitude. These were easily remembered, and flight
crews were kept involved as they made simple speed, time, and fuel calculations.

Today's flight management systems (flight-controlled autopilot coupled or not) have the
programming and sequencing capabilities for dozens of navigational routes, flight profiles, and
hundreds of waypoints far beyond the working memory of the crews. On-board computers
(with databases) can processes information with ease and precision, leaving manual calculations
passé and crews ever more dependent on system processing. Moreover, automatic sequencing
is for the most part externally initiated at points of passage or interception, sometimes leaving
the crews with the question “How in the world did I ever get into that mode?” (Sarter &
Woods, 1994). The problem is that crew members may lose their awareness of the automated
mode changes in their role shift from that of a supervisor anticipating future events to that of a
monitor of lagging events. Often hardware and software are not designed to allow easy crew
surveillance. Worse yet, mindless dependency on computer reliability, without mental
supervision checking, produces the three most commonly asked questions on highly automated
flight decks — “What is it [the flight management system] doing? Why is it doing it? What will it
do next?” (Wiener, 1990).
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Since current avionics are more likely to be integrated with aircraft controls, the
consequences of errors are greater than even only a few years ago. The potential for errors
extends across mistaken inputs (dumb use, i.e., non-checked use), misunderstood algorithms
(misuse), and inadequate time for programming changes (rushed use). For example,
transposition errors during the entry of latitude/longitude coordinates were implicated in the
shoot down of Korean Airline 007 and in the 1977 collision of an Air New Zealand into Mount
Erebus, Antarctica. Mode verification was apparently not done in the Airbus (A320) accident at
Strasbourg, France, Air Inter Flight 148. The crew misinterpreted a desired flight path angle
3.3° for a vertical speed value of 3.3 x 1000 ft/min because both are entered into the same
display. However, which one is active depends on the current mode (Monnier, 1992). As a
final example, the slow response of a China Airlines crew in disengaging the autopilot during
an engine failure in a Boeing 747 over the Pacific, resulted in a rollover and near terminal dive.

Thus, regardless of the level of automation, the pilot-in-command (PIC) remains the final
authority. The FMS/FGS as an electronic crew member is not yet deemed capable of replacing
the PIC's judgment. These systems currently perform exactly as programmed, yet they are not
yet equipped with the artificial intelligence to correct PIC errors or suggest alternatives to a
proposed PIC course of action. Moreover, in an informal survey we conducted, flight crews in
both a Boeing 767 and an Airbus 320 did not know the manufacturer or the model of their
“electronic” crew member, the FMS, admitting they were not fully aware of the full range of its
capabilities, limitations, idiosyncracies, and underlying strategies.

Proposal

It is proposed that flight crews be certified for attaining mastery of sophisticated control
systems. Perhaps the type of aircraft plus the type of FMS should become a new integrated
type of aircraft/FMS certification, e.g., a B767/Agms) or B767/Bpvg). (Note, it is recognized
that it becomes a judgment call as to when Agys) and By, are “significantly different” to
require a different type rating.) Extending beyond automated flight control is the possible
certification of crews to use software-specific navigational systems (FGS) which provide
guidance during instrument flight operations. Given that manual control is often based on the
same information displayed through the flight director that drives coupled systems, the
argument for certification for use of uncoupled systems is just as compelling in IFR conditions.

An advantage to FMS/FGS certification beyond the demonstration of competency is that it
provides hardware, software, and instructional system designers with human performance
benchmarks to guide the design or training system process so as to best accommodate the
human component. It also begins to insure that the total system (hardware, software, and
people) will meet expected standards.

Justification

The basis for this proposal is that the traditional role of the flight crew is swiftly changing.
Hands-on flight control is rapidly giving way to semi-automated or fully automated control
even for the most routine operations. So much so that some long-haul crews that use
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automation for their infrequent takeoffs and landings fear losing their basic flight proficiency.
Lower psychomotor effort without the need for constant attention to direct flight control has
translated directly to a greater opportunity for monitoring and supervising flight systems, but
only for crews who are highly FMS proficient. For low proficiency crews, the “mental”
workload may be heavier. While certain mundane tasks such as navigational and altitude
tracking are automated, additional capabilities and requirements are being added to the flight
deck. This not only serves to supplant the “free time,” but belies the mental effort involved in
conducting the safest possible flight.

Testing

Testing should be done with the total system (i.e., the particular flight management system with
a particular type of aircraft) to uncover any idiosyncratic aspects of system integration. The type
certificate for aircrews should read, “(aircraft type)/FMS”. Note that testing should consider
both crew competency with the manufacturer’s standard configuration as well as with their
utilization of customized features. Unlike the past, the depth of testing should go well beyond
just “how to use the system.” In order to maintain mode awareness, the crew must know “how
the system works” at a deeper structure — (based on a mental model) at least at a macro-level —
and have the ability to track what the system is doing at any given time. For example, current
FAA testing is for type ratings with the FMS fully functional and fully operational. In prior
years, examiners turned off equipment to increase the difficulty level. A deeper understanding
of the system(s) would be demonstrated with partial levels of automation and no automation —
e.g., scenario manipulation to infer situation awareness (Sarter & Woods, 1994). Perhaps more
importantly, crews should be able to accurately predict what the system will do next, allowing
for anticipation of automated programming changes or hardware/software errors in the making;
“thinking ahead of the aircraft” (Regal et.al., 1988).
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Introduction

This position paper uses the methodology in Design for Success (Rouse, 1991) as a basis for a
human factors certification program. The Design for Success (DFS) methodology espouses a
multi-step process to designing and developing systems in a human-centered fashion. These
steps are as follows:

* Naturalizing — Understand stakeholders and their concemns.
* Marketing ~ Understand market-oriented alternatives to meeting stakeholder concerns.

* Engineering — Detailed design and development of the system considering tradeoffs
between technology, cost, schedule, certification requirements, etc.

* System Evaluation — Determining if the system meets its goal(s).
* Sales and Service — Delivering and maintaining the system.

Because the main topic of this paper is certification, we will focus our attention on step 4,
System Evaluation, since it is the natural precursor to certification. Evaluation involves testing
the system and its parts for their correct behaviors. Certification focuses not only on ensuring
that the system exhibits the correct behaviors, but only the correct behaviors. Before we delve
into evaluation and certification issues, however, some brief explanations of the other key DFS
Steps are necessary to put the system evaluation step and the subsequent certification step
(outlined herein) in context with the overall methodology.

Naturalizing

The main purpose for naturalizing is to understand the purpose of the system to be certified and
to understand the concerns of the various system stakeholders. From a human-centered
perspective, the system’s purpose should be described in a way that explains why and how the
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system supports the human operator in accomplishing his or her goals. For example, if we
define the airline pilot’s job as safely and efficiently moving passengers from origin to
destination, then the purpose of the airliner and all its parts are to support the pilot. (By “parts”
we mean electric, hydraulic and engine subsystems; flight management and other software
modules; and, individual components such as radios, circuit breakers, throttle levers and
switches.) Note that we are not stating that the pilot’s job is to fly the airplane. Nor are we
stating that the airplane transports people.

Rather, the emphasis is on the human, the pilot, whose job it is to transport passengers by
using the airplane. The subtle distinction of such a statement of system purpose is a key to
thoroughly understanding and properly executing human-centered design, development and
certification of aviation systems. This distinction becomes clearer with practice and is at the
heart of naturalizing.

Defining the system’s purpose requires understanding the history of the domain and the
environment in which the to-be-certified system is to operate. Questions for identifying these
issues include:

+ Is this a new system or upgrade?
« If new, what was done previously? Why?

 What is the purpose of the system? (Answers should be stated in a human-centered
format, as in the above airplane’s purpose.)

» What problems are there with the existing system?

(Note: If the system is completely new (no predecessor), the risk is too great and the system
is not suitable for certification.)

The reasons for asking these questions are to understand the system’s purpose and
operational goals, and to begin defining the set of measurements for evaluation and
certification. Other measurement issues surface during discussions with stakeholders which
must be recorded for use during the evaluation step. Typical stakeholders and their concerns are
described next.

Stakeholder Concerns

Before the system stakeholder concerns can be addressed, the various stakeholders must first
be identified. Typically system stakeholders are designers, developers, users, maintainers,
purchasers, and certifiers of the system. Groups of stakeholders as well as individuals should
be identified so that questionnaires can be devised and interviews can be scheduled. It is
important to pay special attention to groups or individuals knowledgeable in the current
certification processes of similar systems, since the emphasis of this paper is on certification.
Questions asked of stakeholders include:

 What is the purpose of the system from your perspective?

« What behaviors are expected during normal operations?
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* What behaviors are expected during abnormal (degraded system) situations?
* What are the expected roles of the human operator in both of the above conditions?

The purpose for asking these questions is to understand the various stakeholder concerns so
that the certification can proceed along a well-defined path; after all, typical certification budget
and schedule resources are limited. This well-defined path is derived from the measurement
issues identified during this naturalist phase; therefore, stakeholder concerns must be expressed
in quantifiable and measurable terms. These stakeholder-defined metrics then combine with the
system metrics (defined earlier) to form the set of measurement issues which are the basis of
system evaluation and certification.

The stakeholders should have representatives on that certification team which actually
conducts the system evaluation. This team concept ensures that all relevant stakeholder
concerns are properly addressed during the evaluation and certification process. System
evaluation is the subject of the next section.

System Evaluation

The first step in system evaluation is to define human-centered metrics based upon the systerm’s
goals and purpose, and based upon the stakeholders’ concerns gathered during naturalizing.
Human-centered measurements are those that evaluate system performance and behavior from
the human operator’s perspective. For example, a software function may be able to execute in
five milliseconds; but the system operator may only be able to comprehend that function’s
outputs at a 1Hz rate. There is no reason to test that software function at an execution speed
faster than 1Hz (from a human-centered certification standpoint; however, other system
engineering reasons may exist for testing that function at the 200Hz. rate).

Quantifiable metrics must be defined not only for the whole system, but for subsystems,
modules, and components in order to evaluate their performance and behavior as the system is
constructed. While the certification authority is concerned with the system-level performance
and behavior of the completed system, it is important that the certification team have confidence
in the underlying parts of the system. Therefore, this team should have access to developmental
testing metrics, methods and results; additionally, they should independently verify a subset of
those earlier tests.

Also, for human-centered certification purposes, the parts of the system should be evaluated
as they interact to form operator-observable behaviors. These threads of interaction allow an
operator representative on the certification team to focus on specific behaviors under specific
circumstances — something that is difficult to do when evaluating the entire system because
repeatable conditions are harder to generate as the system grows in complexity.

Another consideration for the certification team is to evaluate subjective as well as objective
metrics. Subjective metrics include those that measure operator performance, workload,
situational awareness, tendencies to commit errors (due to memory overload, operational
stresses, mode confusion, a faulty mental model of the system, etc.), and the appropriate task
mixes between automation and the operator.

Methods for objective and subjective evaluation are presented in the next sub-section.
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Evaluation Methodology

The guiding principle for system evaluation is to test the system and its parts in such a manner
as to yield results that can be compared against the metrics determined earlier. Analyses and
evaluation methods include:

» Paper and pencil (mathematical) analyses
» Modeling of the system and/or its parts from a human-centered view
* Operator-in-the-loop experiments for even greater fidelity.
Each method is further discussed below, amplified with examples from our experiences

Mathematical Analyses. An envisioned airport safety system is being designed to detect and
help prevent runway incursions and have minimal false alarms (a typical engineering trade-off
between increasing system sensitivity and minimizing false alarms). Airport tower controllers
are also responsible for detecting and preventing runway incursions (among their many other
duties), so we performed a signal detection comparison between the automation’s specified
detection performance and the historical controller detection performance. Since runway
incursions happen so infrequently, and since controllers detect and act to prevent most
impending runway incursion accidents, we wanted to know if an automated runway incursion
prevention system would boost the overall detection and prevention of incursions.

Using a statistical distribution analysis, we found that the automated safety system is not
likely to improve the overall detection and prevention of runway incursions. This result is
mainly due to the fact that controllers are already very good detectors of impending incursions,
and so their signal detection performance distribution vastly dominates the specified signal
detection performance of the automated system. Obviously, we made some very broad
assumptions, but even with this fairly inexpensive evaluation method, we were able to
recommend that the automated system’s detection rate should be somewhat modified. Another
recommendation was to further analyze the result using higher fidelity analysis methods, such
as modeling, which is described next.

Modeling. Modeling is useful for testing hypotheses about the real system under conditions that
the real system cannot be exposed to — for cost, safety or other reasons. Digital models also
allow for testing system behaviors in faster-than-real-time, thus enabling many replications
under specified conditions which can yield statistically significant results.

For example, we developed a digital simulation of Atlanta’s Hartsfield International Airport
to test hypotheses about the effects of various features of the airport automation system
described above. While there were many simplifying assumptions needed to develop a model of
this complex environment in a reasonable amount of time, we were able to make some
recommendations about controller communication workload under varying conditions. We
could never have done such an analysis on the real system because it would have interfered
with airport operations. Plus, we ran the model for replications of 40 simulated days in just a
few minutes which enabled us to quickly obtain statistically significant results.

Another benefit to system modeling is that analytical results help fine-tune higher fidelity
analyses such as simulation studies (described next), thus making these more expensive
evaluation methods more cost effective.
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Simulation Experiments. System simulations are the next step increase in fidelity over digital
modeling. Simulation experiments with real system operators participating are useful when
human operator interactions are required to evaluate the system (or some part of it) and yet the
real system cannot be used because it does not exist yet, or because safety, cost or operational
reasons preclude using the actual system.

For example, we were involved in the design, development and evaluation of the Pilot’s
Associate (PA), an electronic copilot for a next-generation single-seat tactical fighter. A
simulation of the fighter’s cockpit was needed to conduct utility testing of PA. This testing
compared PA and non-PA conditions and used metrics ranging from fuel consumption to kill
ratios to situational awareness. A method chosen for evaluating this range of metrics was pilot-
in-the-loop simulation experiments because pilot opinion and performance comparisons were of
vital importance to many of PA’s stakeholders (Cody, 1992). (Incidentally, the PA program
also used digital models to focus the piloted simulation experiments on the metrics and
conditions where the greatest performance differences were expected.) While operator-in-the-
loop simulation experiments have greater costs than the previous evaluation methods, their
credibility is also greater. It is usually the case that higher fidelity (more expensive) evaluation
methods are also more credible; but, that does not usually detract from the conclusions reached
by the less expensive methods.

Methodology Summary

The goals for system evaluation are to analyze the system’s performance (and all earlier
intermediate results) relative to the set of metrics defined during naturalizing, and then to
formulate conclusions and recommendations for system modification. In accomplishing these
goals, the evaluation team must define follow-up analyses and tests where performance results
do not meet expectations. The team also determines if new metrics are needed. If so, they refine
metrics, as appropriate, then conduct additional analyses and tests, and iterate as needed until all
metrics are satisfied.

As the system is being designed, developed and produced, the evaluation team should be the
system’s designers and developers. Test results are then made available to the final evaluation
team. It is important to emphasize that each analysis method helps define the higher fidelity
evaluations. That is, the results from each method must be analyzed relative to previously-
defined metrics, and they must be used to refine any subsequent evaluation methods, or the
next iterations of previous methods. A human-centered evaluation and certification process is
necessarily iterative.

Now that we have described system evaluation, we shall next highlight the distinctions
between it and certification.

Certification Issues

While certification can be described as a more formalized evaluation process, it is distinct from
the evaluation process described above in that it must independently analyze the system. This
independent analysis can be very structured in the sense that different systems or components
have to pass differing levels of scrutiny during certification.
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For example, the RTCA (Requirements and Technical Concepts for Aviation, an industry
group that devises standards for aviation systems) advocates different categories for certifying a
system and its parts. The categories are based upon the criticality of failure conditions, namely:

« “Catastrophic - Failure conditions which would prevent continued safe flight and
landing”

« Hazardous — Failure conditions which reduce safety margins, cause physical distress
and such high air crew workload that tasks may not be completed accurately

» Major — Failure conditions which increase crew workload thereby impairing crew
efficiency

« Minor — Failure conditions which slightly increase crew workload

« “No effect — Failure conditions which do not affect the operational capability of the
aircraft or increase pilot workload” (Struck, 1992, page 5)

These categories can serve to guide the human-centered certification process, described next.

Certification Process

How should a human-centered certification be conducted? The RTCA seems to emphasize crew
workload levels in its definitions, and so should a human-centered certification methodology.
Of course, workload levels are not the only human-centered measure. A certification team must
also address the following concerns:

» What are the error conditions and the likelihood of the human operators committing
those errors?

» What are the normal and abnormal operator procedures, and their likelihood of being
performed correctly under varying conditions?

» What training is required for the system operators and maintainers?
« What screening for skills and physical or physiological attributes is required?

» What is the tendency for the system’s human-machine interface to promote the
development of accurate mental models by operators in typical operational
environments?

Answering these questions is a non-trivial exercise, but the methodology for answering
them is similar to the evaluation methodology described earlier. The gist of the distinctions
between evaluation and certification is that certification ought to analyze failure conditions and
their consequences, whereas evaluation examines correct or expected system behaviors.

Other differences between evaluation and certification relate to rules of development that are
designed to minimize the system’s dynamic response to conditions. Certifiable systems should
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not have unpredictable failure conditions. For example, when we built a certifiable knowledge
base development tool, we had to pay special attention to some specific software engineering
issues, including:

 Pointers — Introduce the potential for directing software execution to places in
computer memory that may not be available for normal computations.

¢ Dynamic memory allocation — Introduces the potential for allocating memory that is
already being used for other purposes.

* Compilers — The compiler used for development must be the same as that used for
creating the actual executable code and for certification. The effect of this rule is that it
inhibits the use of software development environments that typically have debuggers or
other enhancements that enable more efficient software development, but that also
greatly increase the amount of executable code loaded into a mission computer, for
example. Consequently, a sparse environment must be used for development, which is
bad for software development efficiency, or two compilers must be used — one for
development and one for pre-certification compilation — an expensive proposition
(Hammer, Skidmore & Rouse, 1993).

Another major difference between evaluation and certification is the composition of the
certification team. As mentioned earlier, the evaluation team should initially be the system’s
designers and developers. The human-centered certification team rmust be independent,
although it should examine the metrics, tests and analyses used by the evaluation team to ensure
that the metrics are suitable and provide complete coverage for the entire system and its parts.

Certification Team Composition

One last set of questions in this paper concerns the composition of the human factors
certification team:

* Do the members of this team need to be certified in the human-centered certification of
systems?

« If so, what should be done to determine the certification tearn member’s qualifications?

In order to answer all the previous questions during the certification process, the
certification team must be competent in a wide range of human-centered issues. In fact, we
think that the certification team members should be certified by the certification authority in
accordance with some professional standards and formal training (the training curriculum also
requires certification then). Determining a person’s or group’s competency in human-centered
system design was one project’s task that we recently accomplished. We devised a set of
questions whose answers could be weighed and scored according to the needs of the system’s
stakeholders (we also recommended scoring guidelines). While the questions are too numerous
to present here, they are based on the decomposition of human-centered system design
competencies into four major topics and twenty specific issues (Figure 1). A human-centered
certification team should have individuals competent in, and certified for, evaluating a system in
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terms of the specific issues enumerated in Figure 1. A team approach seems necessary because
there are too many issues for one individual to be responsible for during the certification

process.

1.0 Understanding of__——"'_‘_'__/___’
& Commitmentt0 ——m8nonn

Basic Philosophy ~————n___

—_—

2.0 Role & Practice OQ
Measurement \

Competence in
Human-Centered %

Design T 3.0 Human-Centered

Desigh Factors & ——m————__
Practices \

4.0 Phenomena in -

Human-Machine —/—/—___

Interactions ——————
\

1.1 Role of human in systems

1.2 User acceptance issues

1.3 Stakeholders & buying influences
1.4 Technology transfer

2.1 Framework for measurement

2.2 Relations between measurement,
design and system usage

2.3 Stakeholder identification

2.4 Naturalist & marketing methods

2.5 Evaluation methods

3.1 Equipment design

3.2 Job design

3.3 Aiding & decision support
3.4 Training system design
3.5 Training/aiding tradeoffs

4.1 Human performance

4.2 Reasoning & decision-making
4.3 Learning & retention

4.4 Human error

4.5 Effects of automation

4.6 Workload & performance

Figure 1. Competencies in human-centered system design (after Cody, 1993, page C-3)

Conclusion

As implied by the RTCA categories listed earlier, not every system or component should be
certified to the same level. The extent of certification should relate to the component’s or
system’s safety criticality. The extent of human factors certification should relate to the
component’s or system'’s level of interaction with the human operator. Criticality and level of
interaction also affect which system stakeholders and issues require the most focus for the
certification process, which brings us back full circle to our initial naturalizing step and the
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analysis of stakeholder concerns. Typical human-centered stakeholder concerns are reflected in
the topics and issues contained in our list of human-centered system design competencies.

It is important to remember that human-centered issues comprise only one set of issues
among the many that must be considered when certifying aviation systems. From our
perspective though, the human-centered issues are the most important because if the human
cannot safely and effectively operate the system, all the other issues may be rendered irrelevant;
and, by considering the human-centered issues, all the other critical issues are likely to be
considered due to the up-front stakeholder analysis.
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Certification of Training
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Introduction

Training has been around as an informal process for countless years. Most higher order animals
require some level of training in hunting, social skills, or other survival related skills to continue
their existence beyond early infancy. Much of the training is accomplished through imitation, trial
and error, and good luck. In some ways the essentials of training in aviation have not deviated from
this original formula a great deal. One of the major changes in aviation and other technical areas is
that more complex response chains based on a broader base of knowledge are now required.

“To certify” means many things according to the American Heritage Dictionary of the English
Language (Morris, 1969). These meanings range from “to guarantee as meeting a standard” to “to
declare legally insane.” For this discussion, we will use the definition “an action taken by some
authoritative body that essentially guarantees that the instruction meets some defined standard.” In
order to make this certification, the responsible body subjects the educational process, training,
training device, or simulator to some type of examination to determine its adequacy or validity.

Academic Accreditation

In the academic community, the certification process is called accreditation. This refers to the
granting of approval to an institution of learning by an official review board after the school has met
specific requirements. In the United States, most universities and colleges are accredited through
regional associations, which are voluntary associations of educational institutions. For example,
Embry-Riddle Aeronautical University is accredited by the Southern Association of Colleges and
Schools (SACS), which is the recognized accrediting body in the 11 U.S. Southern states
(Alabama, Florida, Georgia, Kentucky, Louisiana, Mississippi, North Carolina, South Carolina,
Tennessee, Texas and Virginia). SACS and other regional associations establish a set of criteria that
the members must meet. These criteria address areas that are considered important to the effective
operation of a college or school. In the case of SACS (SACS, 1989) this includes institutional
purpose, institutional effectiveness, educational program, educational support services, and
administrative processes. The accreditation process is a personnel intensive procedure involving an
internal review conducted by the university's faculty followed up by a formal review by a visiting
team from SACS composed of faculty from other universities and colleges. The process takes over
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a year and consumes thousands of personnel hours and many thousands of dollars. Generally a
satisfactory accreditation is valid for a period of ten years before the accreditation must be
reaffirmed. The reward to the university is that other universities will recognize the credits awarded
to their students, and also that the university qualifies for many government loan and grant
programs. Failure to win or retain accreditation can have catastrophic consequences.

Traditionally this rather complex process has relied upon the expert judgment of subject matter
experts for both the self-study and the visiting review team. More recently, as the result of pressures
from state legislatures interested in proof of the value of various college programs, there has been an
increasing empbhasis in the use of more objective, verifiable measures, such as the pre- and post
testing of students (Did they learn anything?), performance of graduates on licensure examinations
(Did they learn enough?), to surveys of employers of graduates (Did they learn anything useful?),
etc. And, as importantly, asking how the institution has used this information to improve its
programs. As this process of using objective evaluations continues to grow, the accreditation
process shifts from using construct validity, based upon a systematic review by experts, to using
empirical validity based upon observable results.

In addition to the regional accrediting associations, there are many specialized accrediting bodies
based on specific academic disciplines, such as engineering, business administration, computer
science, and psychology. Their procedures are similar to the regional associations. While not as
important as the regional accreditation, the specialized accreditations demonstrate that the programs
accredited meet the specialized requirements of various professional associations. Since all of these
accreditations are paid for by the requesting institution, the cost in both time and money is
significant.

Since all of the accreditation processes are pass/fail procedures, the outcome is not to guarantee
academic excellence but to set the level of minimally acceptable academic mediocrity. The primary
effect is to bring the weaker institutions up to a level of defined acceptability. This assures the
consumers (the students and their parents) that they will get some reasonable value for their
investment. However, for our purposes, the use of independent associations to establish and
regulate accreditation or certification criteria can serve as one type of possible model for the
certification of training, training devices, or simulators.

Professional Licensure/Certification

Another approach to the certification problem can be found in the process of licensure for selected
professions. The responsibility can be divided between a government regulatory body and a
professional society. For example, for the licensure of clinical psychologists in the State of Virginia,
the applicant must have graduated from an American Psychological Association (APA) approved
graduate program, must have passed an APA national licensing examination, must pass a state
written examination, and finally a state administered oral examination (Regulations of the Virginia
Board of Behavioral Science). As in the case of accreditation, the full costs are borne by the
applicant. Again, the license does not mean that high quality services will be provided by the
licensed individual. It does mean that sufficient minimum standards have been met so that the
licensee is not considered to be an undue risk to the public. This joint relationship between a
professional society and a government regulatory body provides another type of possible model for
the certification of training, training devices, and simulators.
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Interestingly, the APA has another level of recognition called the Diplomate. An individual with
a Ph.D. and appropriate experience can apply for Diplomate status, and after a favorable review of
credentials and the passing of a special examination, be awarded Diplomate status. This means that
the association is essentially certifying the individual for private practice of the profession.
Unfortunately, state licensing procedures do not give special recognition for the Diplomate status:
the licensing process is the same for an individual with or without the Diplomate.

This brings up additional issues with respect to certification. The issues are, “who will recognize
the certification” and “what is its economic value.” With both academic accreditation and
professional licensing, there is significant economic value for being certified. However, with the
case of the Diplomate, the certification may have intrinsic value to the recipient of the recognition or
certification, but have little or no real economic value.

Training, Training Devices, and Simulation

Early aircraft simulators tended to look like miniature aircraft with stubby wings and tails. Their
design gave them face validity. If they looked like airplanes and the instruments and controls
appeared to be the same, they should be useful in teaching flying skills. Buyers of aircraft
simulators have consistently had a strong bias toward purchasing devices that looked and acted like
the real thing without actually becoming airborne. Researchers have tended to follow behind the
development curve with questions such as: Does the training transfer? How much fidelity is
enough? What is the cost effectiveness of simulator versus aircraft training?

A study by Provenmire and Roscoe (1973) used the Link Gat-1 simulators to train pilots to pass
their final flight check in the Piper Cherokee Aircraft. Student pilots were given either 0, 3, 7, or 11
hours of training in the simulator before continuing their training in the aircraft. The results showed
that larger amounts of time in the simulator led to larger amounts of time saved in the aircraft;
however, the amounts of additional flight time saved diminished in the familiar shape of a learning
curve. These results were important for two main reasons. First, they provided a basis for
calculating the marginal utility of the sirulator. Training in the simulator was cost-effective until the
Incremental Transfer Effectiveness Ratio dropped below the simulator/aircraft operating cost ratio —
in this case, about 4 hours in the GAT-1 for training student pilots to pass the final flight check for a
private pilot's license. Second, the data also indicated that there was an upper limit to the
transferability of simulator time to improved performance in the aircraft. Beyond a certain level of
practice, about 8 hours in this case, the students were not showing increased benefits to their aircraft
performance. This suggests that any within-simulator improvements were simulator peculiar
without additional transfer value.

In an extensive review of the use of maintenance simulators for military training, Orlansky and
String (1981) concluded that student achievement in courses that used maintenance simulators was
the same as or better than that in comparable courses that used actual equipment trainers. In fact, not
only was the training as good, it was cheaper. In one case that they cited, the total costs for the same
student load over a 15-year period were estimated to be $1.5 million for the simulator and $3.9
million for the actual equipment trainer; that is, the simulator would cost 38 percent as much to buy
and use as would the actual equipment trainer. In a subsequent study (Gibson and Orlansky,
1986), it was noted that student confidence and performance closely paralleled instructor ratings of
simulator fidelity. They concluded that to make any generalizations about the effectiveness of
simulator-based training without considering the fidelity of the simulators would be unwarranted.
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Simulators that offer very high fidelity do not represent a serious problem for certification. The
problem becomes more difficult as training devices depart in various ways from being faithful
replicas of the aircraft and aircraft systems they represent. While initial students can benefit from a
variety of relatively low fidelity training devices and simulators, experienced pilots receiving
refresher training tend to need high fidelity simulators. The FAA Advisory Circular (AC) 120-45A
specifies the evaluation and qualification requirements for six of a possible seven-level-of-flight-
training devices. Level 1 is currently reserved and could possibly include PC-based training
devices. A flight training device is defined by the FAA as:

a full scale replica of an airplane's instruments, equipment, panels, land controls in
an open flight deck area or an enclosed airplane cockpit, including the assemblage
of equipment and programs necessary to represent the airplane in ground and flight
conditions to the extent of the systems installed in the device does not require a
force (motion) cueing or visual system; is found to meet the criteria outline in this
Advisory Circular for a specific flight training device; and in which any flight
training event or checking event is accomplished.

PC-based training devices do not meet these criteria, but many are offering some fairly
impressive approximations. There will be a fairly steady pressure for some type of certification of
some of these hardware/software combinations for currency or refresher training.

Trainer Certification and Training Verification

Assuming that this will eventually happen, there are two problems to be addressed: one is the extent
that any simulator training transfers and the other is to have a system that will verify the amount of
flight experience with the training device and the quality of the individuals performance. The
Provenmire-Roscoe model provides one way to establish the transfer effectiveness and to establish a
metric for the upper limits of substitution for using the PC-based devices. This may be too costly
and it may be necessary to assess performance relative to accepted reference simulators.

This would be similar to the field practice of tests and measures in which paper and pencil
intelligence tests are generally judged by how well they correlate with the individually administered
intelligence tests, such as the WAIS.

The other problem will be that of verification of the actual amounts of practice. Regulators are
wary of accepting unconfirmed self reporting. Emerging technology may offer some assistance. It is
currently possible to log onto networked games and play other opponents interactively; and the
network charges for the time used. In the future, it may be possible to access approved (certified)
networked software provided that you have the right PC hardware configuration and practice flying.
The network could keep the necessary records. Another option would be to use a *“smart” card
system that would use the PC and attached “smart” card hardware to provide a record of the training
hours. Obviously, there would have to be periodic checks in higher fidelity systems to provide the
training not available on the PC, and check for possible abuses of the system. A pilot who had high
PC training time but who performed poorly on the “check rides” would lose PC privileges.
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Conclusions

Numerous models for training certification exist. All models require either construct validation
based on expert opinion, or some form of empirical validation that examines the results of the
training. To be effective, the certification needs to be recognized by the appropriate regulatory
agencies.

Techniques exist to assess the training effectiveness of training, training devices, and simulators.
However, because of the cost and effort required, there is a need to examine the relationship
between performance on low fidelity devices as a predictor of performance on higher fidelity
intermediate devices that could be used as reference standards. If PC-based systems win
certification, there will also be a need to establish a reporting verification system based either on
network usage or some type of “smart” card.

References

Gibson, R. S., & Orlansky, I. (1986). Performance measures for evaluating the effectiveness of
maintenance training. (IDA Paper P-1922). Alexandria, VA: Institute for Defense Analyses.

Morris, W. (Ed.). (1969). The American heritage dictionary of the English language. Boston:
Houghton Mifflin Company.

Orlansky, J., and String, I. (1981). Cost-effectiveness of maintenance simulators for military
training. (IDA Paper P-1568). Arlington, VA: Institute for Defense Analyses.

Provenmire, H. K., & Roscoe, S. N. (1973). Incremental transfer effectiveness of a ground-based
aviation trainer. Human Factors, 15, 534-542.

Southemn Association of Colleges and Schools. (1989). Criteria for accreditation commission on
colleges. (1989-1990 ed.). Atlanta.



142



N95- 34775

Presentation of a Swedish Study Program Concerning
Recruitment, Selection and Training of Student Air
Traffic Controllers: The MRU Project Phase 1

o
Rune Haglund 0

Civil Aviation Administration, Sweden

Introduction

Background Phase 1

The Director of the ANS Department has set up an objective for the efficiency of screening and
training procedures for air traffic controller students which implies that all students admitted
"shall be considered to have the qualification for — and be given the means of — completing the
training".

As a consequence, a study project has been established. It is run by the ANS Department
with members from the Swedish CAA, in close cooperation with Uppsala University.

The task force of the MRU project consists of following members:

* Mr. Rune Haglund, Project Manager, Senior ATS Specialist, Swedish CAA

* Mr. Bertil Andersson, Air Traffic Controller, Swedish CAA

* Mr. Bjorn Backman, Industrial Psychologist, Swedish CAA

* Mr. Olle Sundin, Manager Arlanda ATS, Swedish CAA External expert

* Professor Berndt Brehmer, Ph.D., Department of Psychology, Uppsala University.

Graduation Rate

On the first of January, 1978 the military and civil ATS systems in Sweden were totally
integrated into the Swedish Civil Aviation Administration. As a preparation for this alteration a
new ATS Academy was created and a new integrated air traffic controller training programme
implemented in 1974. One of the aims for this training programme was to decrease the failure
rate to a maximum of 20 percent.

This objective has not been reached. However, since the start 1974, the average failure rate
has been reduced by almost 20 percent. This improvement cannot be described as a steady
curve. Instead, there is a great deal of unpredictible fluctuation around an average figure for
successful training results:

* During the 1970's Average 54% Range 27% - 71%
* During the 1980's Average 66% Range 57% - 86%
* During the 1990's Average 74% Range 63% - 90%
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Conclusions about the success rate and trends regarding the present recruitment, selection
and training procedures are based on simple Analysis of Variance. Each decade was considered
a group and the success rate of every class in that decade is the dependent variable. McNemar's
(1969) formula for groups of unequal size has been used to test the significance of differences
between the means.

F=s2y/s2,, =.082/.015=5.467 p < 0.05

The conclusion of the task force is that there are systematic differences between the decades
and that they are due to the greater experience of the people involved, instead of the systematic
changes in recruitment, selection and training procedures. Interestingly enough, the failure rate
has decreased by one percentage unit per year since the start of the new integrated ATS
Academy. The mean for the years 1990-1993 has been calculated on the basis of 8 completed
classes with a total of 190 accepted students and from which 140 graduated (74 percent). This
outcome can be compared with the rate numbers of 80 percent graduating from the FAA
Academy that FAA reports (MRU Delrapport 3, 1993).

Economic Review

As a key figure for reviewing the costs of the recruitment, selection and training system, one
can calculate the total costs per graduated student. The total cost to the Swedish CAA for
providing a new licenced TWR/TMC air traffic controller is 205,000 USD. For an ACC
controller, the cost increases to a total of 255,000 USD.

This total cost can be divided with the total amount of weeks in training as shown below
(currency in SEK). Figure 1 shows the costs accumulated over weeks.

1,900,000

1,700,000

1,500,000 - -

1,300,000 <

1,100,000 -~
900,000 -
700,000 -~
500,000 -~
300,000 -
100,000

Total Costs

Figure 1. Total Costs over Weeks.

Today, the Swedish CAA has achieved a balance between supply and demand with respect
to air traffic controllers. This leads to an acute planning problem that can be described as
follows.

Today CAA has to employ 27 students to be able to deliver 20 air traffic controllers into the
ATS system. This is due to the unpredictible span between accepted and graduated students in
the present screening and training system: the current system will provide an outcome of
qualified licenced air traffic controllers that varies, by chance, from 17 up to 24. This
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uncertainty has great negative effects on both planning and economics (lack or surplus of
personnel).

The outcome of today's system of recruitment, selection and training of controller students
is not satisfactory because it generates both a costly fluctuation around the mean and allows
students who do not have the necessary abilities to remain in training for too long before they
are expelled. An efficient system with a more predictable outcome and a higher success rate,
i.e., a deviation of not more than 10 percent around the mean and a 90 percent success rate,
would save the Swedish CAA at least 520,000 USD per class of 20 students.

Goal Setting

It is the opinion of the MRU task force that money and other resources invested in developing
procedures for recruitment, selection and training of controller students, so that the outcome is
less affected by random errors, will be a good investment.

The Research

In order to pursue the causes of today's random errors, the MRU task force issues followed a
two step procedure. Step one involved a job analysis, and step two a study of the correlations
between tests and training results. These two steps were taken in order to validate current
recruitment, selection and training methods in use by the Swedish CAA.

Job Analysis in Order to Determine the Job Criteria

A number of acceptable procedures exist for conducting a job analysis. One way is to interview
observers who are aware of the aims and objectives of the air traffic controller's profession and
who see the controllers perform their profession on a duties frequent basis. Thus supervisors,
peers and instructors may be interviewed about their observations of the critical requirements of
the air traffic controller profession.

Current international research and analyses of the controller's job show that the air traffic
controller profession is a very complex occupation where the tasks are performed in a very
special work environment.

The Selection Procedure

Brehmer (1993) notes that the current selection procedure is based on a series of tests and
interviews. The tests have been chosen by ABAR, a consulting company specialising in
psychology of work and organisation. The choice of tests seems to have been made on the
basis of a general analysis of the air traffic controller's job. But there has been no
standardisation or statistical evaluation of the effectiveness of the selection procedure, except
for later addition: the use of percept-genetic techniques.

The paper-and-pencil tests are described in terms of four factors (ABAR, 1978):

* Flexibility and ability to find new solutions. The aspect is measured by means of three
tests: "Skeppsdestination” (Ship's destination), "Instruktionsprov II" (Instruction test
II) and "Kravatt" (Neck tie) and concerns the ability to improvise and make decisions in
unexpected situations.



146 Haglund

* Logical ability. Logical ability is measured by means of two tests: Raven's matrices
and Number series, which are designed to measure logical ability.

« Spatial ability. The aim is to measure the ability to construct a three dimensional picture
of the air space from two dimensional information. Three tests are used for this:
"Klossar”" (Blocks), "Pl-tmodeller" (Metal Sheet Models) and "WIT Puzzles."

* Attention to detail, carefulness, and short term memory. This factor is measured with
five tests: "Korrektur ABAR" ("Proof-reading ABAR"), "Sifferkorrektur” (Proof-
reading of numbers), "Namnminne" (Memory for names), "Sifferminne” (Memory for
numbers) and "Figuridentifikation" (Identification of figures).

In the final test battery, memory is treated as a separate factor and in addition to the tests
mentioned above, two additional tests are used: "Uppskattning" (Estimation) and "Felletning”
(Error search). The motives for including these are not given, and it is not clear what they are
supposed to measure. In addition, a percept-genetic (PG) test is included together with an
interview which aims to assess the applicant's motivation for the job. A test of capacity to
process different information simultaneously is also included, and an interview by personnel
from ABAR which assesses ability to cope with stress, ability to cooperate, ability to take
initiative, and motivation for the air traffic controller job, i.c., many of the factors also covered
by the interview by the consultants in charge of the PG test. Finally, there is an interview by
personnel from the Civil Aviation Administration.

The MRU Hypothesis 1. International research and job analyses regarding the air traffic
controller's profession show that a majority of the work behaviours can be described in terms
of cognitive skills. The first hypothesis is that a job analysis in the Swedish work environment
will replicate these results.

The MRU Hypothesis 2. The second hypothesis is that self-confidence plays an important role
in coping with the critical job factors.

The MRU Hypothesis 3. The third hypothesis is that interpersonal skills play a significant part
in being a skilled air traffic controller or student.

The MRU Hypothesis 4. The fourth hypothesis is that there is a significant difference in test
results between those who successfully complete their controller training and those who fail.

The MRU Hypothesis 5. The fifth and final hypothesis is that training based on cognitive skills

training, coaching and mentoring the students will be more effective than traditional training
methods (e.g. on the job training, OJT).

Methods and Research Procedures

Job Analysis Procedures

The interviews were conducted as focused group interviews with a representative sample of
ATS units. A total of 11 ATS units and 2 training units were visited. 127 air traffic controllers
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participated in the focused group interviews. The interviewers who were experienced in using
this method worked in pairs. Each ATS unit had been contacted in advance about the purpose
of the interviews. The interviewers used interview guides prepared in advance.

The interviewees were asked about how skillful air traffic controllers coped with stressful
situations or events. Both the stressful situations, or events, and the effective work behaviours
were recorded. The interviewers compared notes afterwards and only notes which agreed were
accepted. Almost 400 different measures to cope with stressful situations were recorded.

All responses noted were thereafter recorded and tabulated according to frequency. Thus the
content of the job analysis was a frequency table of stressful events and corresponding key
behaviours (the effective way how to cope with stressful event).

Control of Validity

The second step of the job analysis was to transform the responses of the interviewees into
different questionnaires for different types of ATS units (i.e. TWR, TMC and ACC). The same
procedures as that described above were applied to the students’ working situation.

The different questionnaires were distributed to a representative sample of 158 air traffic
controllers and instructors working at TWR, TMC or ACC (radar and non radar). Their task
were to list, on a 7-point scale, the importance of the behaviours and how often the related
situations occurred in the daily work life. Step number two was taken as a measure of the
relevance or content validity of the results.

The recorded events and behaviours were compared with the causes of failures for students
undergoing training. This as a test of the predictive validity of the job analysis.

The final step was to compare the results of the job analysis with data from the air traffic
incident and information report system which exists at the ANS department. This step was
taken to check the construct validity of the job analysis.

Analysis of the Test Battery Material

The material (Brehmer, 1993, MRU Report 7) consists of 145 students who have been
admitted to air traffic controller training 1990-91. The students come from the courses starting
9007 (26 students), 9008 (24 students), 9009 (1 student), 9011 (26 students), 9107 (28
students), 9108 (24 students), and 9111 (16 students). There were 58 women and 87 men.
Thirty-seven had failed and 104 succeeded, or at least not failed at the time when the evaluation
of the test battery was done. Data with respect to success was missing for four students, who
had taken a leave of absence from the training.

Complete data are available for only 134 of the 145 students. The number of students for
which data are available varies from 134 for the selection variable with the lowest number of
students to 141 for that with the highest number. It is not likely that this will have had any
important effect on the conclusions.

Analysis of Relations Among Variables
Two different kinds of analyses have been performed: regression analyses and discriminant

analyses. Both of these aim at assessing the extent to which it is possible to predict success in
training from the various predictor variables.
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Regression analysis, which shows how well success can be predicted from the predictor
variables, as well as the relative importance of different predictor variables, is the standard
method for this purpose. However, some objections can be directed at this method in the
present case where the outcome variable is binary. Therefore, we also made discriminant
analyses which show the extent to which it is possible classify the students into two groups:
those who pass and those who fail the training. As we shall see, these two methods give the
same results.

In these analysis, the sex of the applicant has been entered as a predictor variable in addition
to the test and interview variables. The analyses are based on the 134 cases for which complete
data were available.

Results

Introduction

The demanding tasks accounted for in the charts below have been compiled into five categories
describing the nature of those stressful tasks. The terms used can be explained as follows.

Traffic Processing

This term is used to describe the actions taken, and the decisions made, to establish a safe and
well organized flow of traffic by use of clearances, separations, applicable working methods
and planning.

Coordination
This term describes the communication between air traffic controllers used to exchange

information, obtain clearances, revise previous information or hand over the control of an
aircraft to establish a safe and well organized flow of traffic.

Disturbances and Irregularities

This term is used to describe situations and duties when normal working methods cannot be
used (e.g. technical malfunction, irregular behaviour of an aircraft etc.).

Fluctuating Workload

Description of the events and situations connected with uneven flow of traffic (e.g. high traffic

intensity with a variety of performance characteristics, followed by low traffic intensity,
different flight status and a mix of military and civil aviation).
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Personalities and Social Skills

These terms describe how the persons interviewed perceive air traffic controllers, their
personalities and social behaviours.

The results of the studies show that the reported actions and behaviours are involved with
Information Gathering, Decision Making and Communication in connection with traffic
processing and coordination. Actions and behaviours caused by (high) level of Ambition and
(high) demands on Performance account for a large portion of the strain appearing with
irregular flow and varying traffic.

ACC

The most significant behaviours in the categories "Information Gathering and Decision Making
are found in the ACC function. Five of the ten most common behaviours involve Information
Gathering. The problem area "Social Relations"” was not awarded the same significance as
behaviours more closely connected to traffic processing, which is shown by the number of
behaviours that came up in the group interviews. In the ACC function the highest importance
was given to behaviours dealing with coordination and traffic processing:

* Accurate, short and precise coordination with proper prioritization
* Identifying conflicts early and following up on traffic.

TMC

In the TMC function, the majority of the behaviours that are ranked high in importance or
frequency appear in the areas "Decision Making and Communication." The reasons for these
behaviours can mostly be found in the straining tasks in connection with coordination and
traffic processing.

A similar division of work behaviours as in the ACC function appears also in the TMC
function, with the difference that by comparison, it is more important to:

* Dare to say "no"”
* To be, and be perceived as being, determined.

TWR

In the TWR function, the most significant behaviours are found in the category "Decision
Making, followed by "Information Gathering" and demands on "Ambition and Performance."
The category "Communication” was awarded lower significance than in the ACC and TMC
functions.

In the TWR function, the importance of behaviours categorized under coordination
decreases in favor of behaviours in the area of traffic processing. In the TWR function, the
highest importance is awarded to:

* Making decisions, looking out and following up on traffic
* Working with confidence in one's ability and maintaining concentration also during
periods of low traffic intensity.
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Conclusions

As a description of the air traffic controller's profession and of air traffic control services, the
survey largely corresponds with what the persons interviewed reported as significant
behaviours in maintaining a safe and well organized flow of traffic. We can therefore conclude
that the job analysis is valid as well as reliable.

Movements and changes occur in the air and/or on the ground, and the air traffic controller is
expected to handle these processes in a safe and orderly manner from her or his position in the
tower or control central, The air traffic controller is thus not physically situated in the
surroundings where these changes occur and cannot experience the movements and changes
with her/his senses. Instead, the air traffic controller must create a mental picture of the present
situation, or of what the situation will be like within a limited time frame using the fragmentary
information provided. As a support in constructing this mental picture, the air traffic controller
has a number of technical aids: radio systems, direction finder, radar systems, data displays and
monitors, telephones, telefax, telex etc.

Attribution Ranking
Slow starter, unprogressive learing curve. 1
Rigid and uniform working methods.

Passivity, lack of initiative, inactivity, late decisions.

Low stress tolerance, makes mistakes in complex situations.
Lack of theoretical knowledge.

Slow worker, slow in decision making.

Inequality of performance.

Tense and nervous personality.

Inadequate coordination.

Insecure when working, doubts own decisions.

Insufficiant understanding of the ATC system.

Excessively dependant on instructor.

Inability to switch from low to high workload.

Lack of concentration.

Constant inability to maintain separation.

Insufficiant planning skills.

Careless, not following instructions.

Lack of motivation, discontinuance due to other education.

Ao abhWWON

Totai number of attributions 33
Average number of attributions per student 5

Table 1. Attribution and rank, i.e., reasons for failures during basic training between
1990 and 1993. The attributions come from 17 randomly selected students who failed to
complete the training program.

The predictive validity of the job analysis. A useful basis for studying success and failure is
Heider's (Hastorf, Schneider and Polefka, 1970) Theory of Attribution. The central issue of
Heider's theory is viewing behaviours as caused either by environmental factors or by the
individual herself. The conception of reasons also leads to predictions about future behaviours
and concequences. The attribution itself becomes a deterministic prediction of the future: chance
factors are not considered.
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Problem area Controller Failed trainee
Decision making 1 1
Ambition 2 2
Information gathering 3 5
Relations 4 3
Communication 5 5
Irregularities 6 4
Technical environment 7 6
Theoretical facts 8 5

Table 2. A comparison between air traffic controllers and failed trainees, regarding
ranking of problem areas.

Spearman's correlation of rank (Renyon-Haber, 1971) describes the statistical connection in
ranking of problem areas between air traffic controllers and failed students. The correlation is
.78.

The Construct Validity of the Analysis

One noticeable discrepancy between the findings of Mattson (1979) and the MRU project is that
Mattson only found two separate activities in air traffic control services: Decision Making and
Communication. The MRU project has found that, in traffic processing and coordination,
Information Gathering and Processing are highly important as a preparatory stage and that Self
Confidence is an important characteristic of the controller.

The interpretation made by ANS/HQ of the irregularity reports, taken from the ANS
department's air traffic incident and information report system from 1991, is: "The air traffic
controller assumes or expects, often as a result of indistinct or incomplete phraseology, that a
pilot will act in a certain manner. The controller therefore neglects to take measures that would
ensure the pilot to perform in the manner assumed by the controller."

The executives in charge of the ANS/HQ judged that all of those incidents could have been
avoided if the controller had taken action to ensure that the pilots performed in the way intended
by the controller.

The importance of following up on one's decisions and measures is regarded as a key
behaviour in the annual analysis, published by the ANS/HQ, and also in the MRU project's job
analysis.

One interpretation in the job analysis is that important behaviours in the TWR function are
Decision Making, to look out and follow up on traffic, to work with confidence in one's ability
and to maintain concentration even during periods of lesser workload.

This corresponds with the summary presented in the annual statistics, published by the
ANS/HQ, concerning irregularity reports.

The interpretation of those reports show that the most serious incidents occur in the
immediate vicinity of the airport. The final evaluation of the incidents is that operators and
supervisors have not sufficiently emphazised methods of working and phraseology.

The importance of a distinct and fixed phraseology, in order to verbally express one's
decisions and measures to the party or parties concerned, constitutes a key behaviour in all
sources accounted for.
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Relationship Between Test-Results and Training Outcome

Table 3 shows means and standard deviations for the different predictor variables. For each
variable, these computations are based on data for those students for whom the result in that
variable was known; i.e., the number varies from 134 to 141. In these analyses, the results for
the PG test, which are reported only in terms of two categories, + (a positive value) and +/-
(doubtful) have been dummy coded with 1 for the +/- category and 2 for the + category. No
students with a pure value on PG (i.e., students for which the prognosis according to this test
was clearly negative) had been admitted.

It is important to note that the means in the predictor variables in terms of standard scores
(stanine scores in this case, with a mean of 5 and a standard deviation of 2} are generally about
one unit above the mean, and that the standard deviations do not differ very much from 2. This
is likely to result from the compensatory effect of summing the scores for the individual tests
into scales, as is done in the selection procedure. A result of such a summation is that high
scores in one variable will compensate for low scores in another variable in the scale. It is
therefore possible to find minimum scores of 2, and even 1, in most of the tests. This means
that the scores for the tests for those who have been admitted to air traffic controller training
will not deviate too much from the scores of those who apply, as is also shown by the fact that
the standard deviations do not differ very much from 2. This means that correlational analyses,
the results of which are affected by the standard deviations (but not the means) of the variables,
will be meaningful, and that the effects of the possible restriction of range as a result of the fact
that the students have been selected on the basis of the tests being evaluated, will not be too
serious. We certainly do not have to expect that the restriction is so serious that it will be
impossible to detect the relations that might exist between success in training and the predictor
variables.

For some of the variables, the restriction is, however, considerable. This is especially true
of the interview variables and the PG test. For these variables, it is clear that the whole range of
scores is nor represented in the present sample. Concerning PG, only two categories are found
in that no student with a clearly negative prognosis has been admitted, and the distribution of
PG scores is quite skewed, with very few +/- values. In the ABAR interviews all of the scores
are between 5 and 7, and in the interviews by the Civil Aviation Authority personnel all scores
are between 5 and 8. This means that it is difficult to say very much about these variables from
the results of the regression and discriminant analysis.

Regression Analyses

In the regression analyses, training outcome, sex and PG have been dummy coded. The results
of a regression analysis with all predictor variables are shown in Table 4.

The multiple correlation, R, is 0.413. This represents an overestimation of the strength of
the relations between the predictors and the outcome in that it capitalises on sampling error.
Moreover, the ratio of predictors to observations is high (19 to 134). After correction for such
errors, the adjusted squared multiple correlation is 0.032 (p < 0.25). That is, there is no
significant relation between the predictors and the training outcome and the whole set of
predictors explain only 3 percent of the variance in the training outcome.
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INST (R) INST (F) INST (S) SERIER(R) SERIER (F)
M 33.46 4.48 6.43 19.32 3.02
S 2.83 2.47 1.62 3.19 2.04
SERIER(S) KLOSS (R) KLOSS (F) KLOSS (S) KORR(R)
M 6.39 39.41 8.11 6.51 21.49
S 1.56 3.39 3.74 1.65 3.20
KORR(F) KORR(S) SKEPP(R) SKEPP (F) SKEPP (S)
M 2.44 6.18 41.70 5.14 6.12
S 1.76 1.70 5.21 4.47 1.61
UPPSK (R) UPPSK(F) UPSK(S) WIT(R) WIT (F)
M 5.97 127.28 2.38 5.55 12.13
S 1.29 20.86 2.26 1.82 2.20
KRAVAT (F) KRAVAT (S) PLATMO PLATMO(F) PLATMO
(R) (S)
M 2.18 6.26 28.11 2.64 5.59
S 1.71 1.58 4.11 2.53 1.63
PSIF(R) PSIF(F) PSIF(S) FELLET(R) FELLET (F)
M 51.24 1.44 6.22 16.39 1.08
S 5.61 1.44 1.74 2.92 1.20
FELLET (S) MATRIS (R) MATRIS (F) MATRIS (S) VAR 1 (R)
M 6.77 38.13 8.09 6.31 18.86
S 1.45 4.91 3.67 1.43 3.24
VAR1(S) VAR2(R) VAR2(S) VAR3(R) VAR3(S)
M 6.59 12.68 6.60 18.06 6.32
S 1.36 2.39 1.46 3.32 1.40
VAR4(R) VAR4(S) VARS5(R) VARS5(S) SUMMA (R)
M 17.97 6.26 13.32 6.99 32.76
S 3.78 1.54 2.37 1.44 4.28
SUMMA (S) SIMULTAN  MINNE ABAR LFV
M 7.07 5.71 6.04 5.55 6.01
S 1.15 1.29 1.51 0.55 0.67
PG
M 1.92
S 0.27

Table 3. Showing means (M) and standard deviations (S) for the different predictor
variables.
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Variable Coefficient P

Intercept 0.125 0.869
ABAR-intervju 0.061 0.430
Skeppsdestination 0.057 0.032
Felletning 0.054 0.073
Instruktionsprov 0.007 0.791
Klossar -0.026 0.328
Komektur ABAR 0.055 0.050
Kravatt S 0.005 0.849
Kén -0.019 0.844
LFV-intervju -0.121 0.073
Matriser -0.013 0.687
Minne 0.002 0.830
PG 0.124 0.416
Platmodeller -0.011 0.694
PS IF figurer 0.026 0.291
Serier 0.019 0.504
Sifferkomrektur -0.027 0.302
Simultankapacitet 0.016 0.645
Uppskattning -0.033 0.307
WIT Pussel -0.009 0.806

Table 4. The results of the regression analysis with all predictor variables.

The best predictors are "Skeppsdestination” (B=0.057, p=0.032), "Korrektur ABAR"
(B=0.055, p=0.05), "Felletning" (B=0.054, p=0.073) and the interview made by the personnel
from the Civil Aviation Authority (B=-0.121, p=0.073). The latter variable has a negative
weight; however, applicants given a high rating on the basis of this interview are less likely to
succeed. Further support for the conclusion that these are the most powerful variables for
predicting the training outcome is given by the results of a stepwise regression analysis which
selected three of these variables ("Skeppsdestination”, "Korrektur ABAR" and the interview by
the Civil Aviation Authority personnel). The multiple correlation for this stepwise regression
was R = 0.334, R2 adjusted = 0.091, F 3/130 = 5.437, p < 0.01).

Discriminant Analysis

The discriminant analysis was performed with the same predictor variables as the regression
analysis above. The results from the initial F-tests for these variables agreed with those from
the regression analysis (as would be expected) in that significant F-values were obtained for
"Skeppsdestination” (F 1/132 = 18.885, p < 0.01) and "Korrektur ABAR" (F 1/132 = 4.248, p
< 0.05). As in the regression analysis, the results for the interview by personnel from the Civil
Aviation Authority (F 1/132 = 3.429, p < 0.07) and "Felletning" (F 1/132 = 3.586, p < 0.07)
were close to significance. The discriminant function correctly identified 12 out of the 36 who
failed and 89 out of the 98 who succeeded in the training; i.e., 101 (75 percent) applicants were
correctly identified. This should be compared with the number to expected if the predictor
variables are ignored and only the base rates are considered; i.e., the number of correct
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classifications that would be expected randomly. This yields an expected rate of correct
classifications of 62 percent or 83 students. Thus, the discriminant function improves the
selection by 18 cases, compared to no selection procedure at all. Thirty-three students are
incorrectly classified, compared to 47 that would be expected on a random basis. This agrees
with what would be expected on the basis of the uncorrected multiple correlation between the
predictors and the training outcome of R = 0.413. As noted in the discussion of the regression
results, the sample estimate represents an overestimation of the possibilities of predicting the
outcome; this is true also of the results of the discriminant analysis. Unfortunately, there is no
procedure for estimating a discriminant function corrected for sampling errors comparable to the
procedure for the multiple correlation. However, in the present case with a binary outcome
variable, multiple regression and discriminant analysis are basically the same, and we should
therefore expect that after correction for sampling errors, we should have the same decrease in
effectiveness; i.e., we should expect that the ability to make correct classifications using the
discriminant function should decrease by about 80 percent after sampling errors have been
taken into account. A reasonable estimate of the improvement in the number of correct
classifications of training outcomes from using the current set of tests and interviews is 3-4
cases (about 3 percent). This is the same estimate as that which we obtained from the regression
equation.

Discussion

The Main Task

The main task for this phase of the MRU project was to evaluate current screening and training
procedures and create recommendations aiming at a reduction of the present span between
intake of students and output of examined new air traffic controllers.

The Analysis

The task force chose to conduct a job analysis based on the critical incident technique. The
result shows that 300 reported key behaviours could be catalogued into 5 groups:

* Decision making

« Self confidence

« Information gathering and processing
« Social relations

« Communication

This result verifies the three hypothesis stated about the air traffic controller profession:
Behaviours which are related to self confidence are mostly reported in connection with
unexpected events and variabilities. The results from the job analysis have been compared to
attributions for failure in the basic controller training. It has also been compared to incidents that
have occured in actual operations according to the current official report system. Both students
and controllers fail to perform the key behaviours at a sufficient level.
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The training process requires the students to practise key behaviours from the very first day,
aiming at minimizing the number of errors to reach a full performance level, and finally to reach
a mastery level. Today an uneven learning curve is the most frequent cause of failure during the
basic controller training.

At Stockholm ATS and Arlanda ATS units in Sweden, attempts have been made to improve
on current methods of basic training. The results from this attempt to apply modern training
techniques (for example to use programmed skill training and to transform the instructor into a
mentor and a coach), is now the most promising measure taken to improve the outcome of basic
air traffic controller training. To quote one of the members of the task force, professor Berndt
Brehmer: “It is astonishing how little effort is made in general to train and develop an operator
in a high tech environment by modem training technology, and how much one still relies on an
old fashioned on the job training provided by a more experienced fellow-worker.”

Present rate and variation in span in the outcome of the Swedish basic air traffic controller
training can only partly be explained by inadequate psychological tests and screening
procedures. To reduce the uncertainty in the outcome, it is important to improve training and
learning of key behaviours for the air traffic controller work, as well as to develop screening
methods with high reliability and validity. This will give a prompt and positive result. Efforts
must also be made to create a continuing job analysis in order to keep up with a changing
technology and maintain screening and training methods with the highest possible
effectiveness. An important prerequisite for a successful training result is an efficient selection
procedure based on a sophisticated chain consisting of information/introduction/skill tests
assessing the substance of the most important groups of key behaviours.

The Relationship Between Test-Results and Training OQutcome

The results of the analyses presented above show that it is not possible to predict the outcome
of the training on the basis of the variables used in the selection procedure.

One possible reason for these depressing results, and this is true both for the regression
results and those from the discriminant analysis, is that these results are based on data only for
those who were admitted to the training; that is, we have a classical case of restriction of range.
To ascertain the effects of this, we need to look at the standard deviations of the various
predictors for the sample used in the calculations. The relevant results are shown in Table 3.
As already noted in the discussion of these results, the restriction is not as severe as might have
been expected. The standard deviations for the predictor variables are between 71 percent and
91 percent of those for the unselected sample used to determine the stanine scores, and for most
of the variables, the standard deviations for our sample are about 80 percent of those in the
unselected sample. Moreover, we have the full range of the predictor variables for many of the
variables; the lowest values are 1 and 2 for many of the variables. There is therefore little doubt
that we would have been able to detect the relations that might exist between the predictor
variables and the training outcome. The fact that we find very few significant relations, and that
the correlations that we have found are very low, can therefore hardly be explained in terms of
restriction of range. Instead, it seems more reasonable to assume that the results express real
deficiencies in the selection procedure. That is, the predictor variables are not very powerful
predictors of the training outcome. This is hardly surprising in view of the fact that these
variables have been selected on the basis of a very general job analysis without real
standardisation and statistical evaluation; i.e., the tests have not been chosen on the basis of an
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empirical evaluation of the actual predictive validity of the tests. This means that there was no
reason to expect that the selection procedure would be very effective.

One could, of course, argue that the selection procedure concerns the job as an air traffic
controller and not the training. It may well be that the training makes demands that differ from
those of the job and that an evaluation of the selection procedure in terms of the training
outcomes is not quite relevant. To answer this question, we need a more penetrating analysis of
the demands that the training courses actually make compared to those that the job makes. At
the present time, we do not have the data required for such an analysis.

Another objection is that the analysis may rely on the wrong model. The present analysis is
based on a model where the probability of success in training is assumed to be a monotone
function of performance in the selection variables (see Figure 2). That is, this model makes the
reasonable assumption that if some ability is required, more of that ability leads to a higher
probability of success than less of the ability.

test performance

probability of success

Figure 2. Basic model for the analysis in this study. This model assumes that there is a
monotone relation between training outcome and test performance.

An alternative model is illustrated in Figure 3. This alternative model assumes that the
training only requires some minimum ability, and that all students having at least this minimum
ability will have the same probability of succeeding in the training course.

If this model is true, the possibilities of detecting relations between the training outcome and
the selection variables would be limited, especially if the students in the training course had
been selected so that all of them had values exceeding the critical value. In the present case, this
does not seem to be a very serious problem, however, since the full range of values is
represented for most variables in the present sample. Thus, it should have been possible to
detect whatever relations might have existed between the test variables and the training
outcome, even if model 2, rather than model 1, would have been valid for the present data.
Moreover, when measurement error is added, model 2 will generally be impossible to
distinguish from model 1.
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test performance

probability of success

Figure 3. Alternative model. This model assumes that the probability of succeeding in
training increases up to some critical values and that it then stays constant at the same
level.

The analyses have been based on the individual tests rather than the scales used by ABAR in
the actual selection. The reason for that is that our analyses yielded no support for these scales
in that we found that these scales were intercorrelated, while the tests included in the scales
were not intercorrelated as they should have been. Moreover, a principal components analysis
failed to yield the scales as components. Thus, there was little support for the usefulness of
these factors. Additionally, regression and discriminant analyses based on the scales used by
ABAR did not give better results than the analyses based on the individual predictors.

The results with respect to PG deserves special comment. This is the only variable included
in the selection procedure on the basis of an empirical evaluation procedure. In this procedure,
the PG test was given to the applicants, but not used for the selection. That is, the evaluation
concerned the extent to which this test could improve the selection over above what could be
achieved with the original test battery. The results were quite encouraging, but we must now
conclude that the conclusions from the original evaluation were overly optimistic. Thus,
Svensson and Trygg (1991) concluded that it should be possible to decrease the proportion of
students failing the air traffic controller training to less than 10 percent if the PG test was used.
As shown in the present analysis, this has not been the case. Even when the PG procedure is
used, the proportion of students who fail is 26 percent.

It was, however, not realistic to expect that one would have as good results with the present
sample as with the standardisation sample used to determine what PG-variables should be used
for the selection. First, the initial evaluation did not take into account the total effectiveness of
the selection procedure with PG as one of many selection variables. The value of PG in such a
procedure is dependent, not on the correlation between this variable and the training outcome
(which is what was reported in Svensson and Trygg, 1991), but upon its unique contribution,
which is dependent on the partial correlation between PG and training outcome, after its
correlations with other selection variables have been taken into account. That such
intercorrelations exist is demonstrated in the present sample, despite the severely restricted
variation in the PG scores. Such intercorrelations decrease the weight that the PG results will
receive in the final selection.
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Second, one must expect a certain shrinkage in correlation when the test is used for a new
sample because the values obtained for the first sample capitalised on sampling errors. In the
present sample, the unique contribution from PG is far from significant. However, the
extremely skewed distribution of PG values makes this correlation suspect.

A possibility of evaluating the effectiveness of the PG procedure is to compare the failure
rates before and after the introduction of this test. The relevant comparison here should be with
the failure rate for the 1980s, when the mean failure rate was 33.9 percent (with considerable
variation among courses). In the 1990s, after the introduction of the PG procedure, the mean
failure rate so far has been 26 percent, although this may well be an underestimation because
not all students have completed their courses. That is, not all students have yet had a chance to
fail. With this in mind, the maximum estimate of the improvement from PG would be 7.9
percentage units, but this would assume that all of the decrease in the failure rate from the
1980s to the 1990s can be attributed to the introduction of the PG procedure. This seems
unlikely, especially in view of the fact that the decrease in the failure rate from the 1970s to the
1980s was about 6 percentage units (from a failure rate of 40 percent in the 1970s to a rate of
about 34 percent in the 1980s) without any new selection procedures.

In the regression and discriminant analyses, three variables stand out. One of these, the
results from the interview conducted by personnel from the Civil Aviation Authority, receive a
negative weight. That is, they are systematically wrong: students with a high rating in these
interviews perform systematically worse than those with a low rating. This suggests that this
procedure must be improved.

Only two of the selection variables have systematic relations with training outcome:
“Skeppsdestination” and “Korrektur ABAR”. The former of these is supposed to measure
flexibility, and the latter is to measure carefulness. The correlations are low, however, and they
may well have been produced by chance. Therefore, one should not rely too much on these
results until they have proved valid also for other samples.

Conclusions

The present evaluation of the selection procedure is clearly limited, first because it is based on a
limited sample, and second because it is based on the results for a group that has been admitted
to the training on the basis of the selection procedure that is being evaluated. The restriction of
range problem does not seem to be as severe as one might have suspected, however. It should
therefore have been possible to detect whatever relations might exist between the selection
variables and the training outcome. We must therefore conclude that the fact that it has been
hard to find such relations probably means that they do not exist. There are therefore good
reasons to reconsider the present selection procedure. It is not possible to decide whether it is
possible to design a better selection procedure on the basis of the data we have today. For this,
we need a careful analysis of the air traffic controller's job to determine what demands that this
job makes, and how these demands can be met by means of selection and training.
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Future ATS Systems

Coming automated ATS systems cannot replace the human controller. But manual repetetive
work can be eliminated and in that way facilitate information seeking and information
collection.

If a new technology or a new system is to be introduced, it is fundamentally important to be
assured that the operators accept the new technique, and that the new technique will create
opportunities for them to improve their performance. The controllers must also be informed in
advance in what way they will be trained to achieve this new standard of performance.

In our view, a continued automation of the air traffic controller's work will only further
emphasize the importance of adequate training to execute "new" key behaviours.
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Introduction

A system may be defined as a set of parts with the output of the whole greater than the sum of
the output from the individual parts. The systems approach is considered to be a formal and
systematic set of procedures for systems development. Within the systems approach, systems
certification is defined as the result of an applied examination process devised to formally test
and affirm that the system being inspected satisfies certain accepted criteria. If certification is
achieved by a system, it indicates that the system should fit its intended purpose and that it
meets specific requirements of reliability, safety and performance.

Within the definition of a system, it is obvious that a system may contain a human
component. However, it should be noted that only recently have there been formal
acknowledgements that a system is made up of human and equipment components (e.g. in the
military — U.S.A. DoDI 5000.2 February 1991!; UK Defence Standard 00-25 dated July
19892, NATO STANAG 3994AI dated 1990-913).

Human Factors (HF) certification should be an integral part of systems certification. HF
certification implies that HF specification, testing and evaluation have a secure foundation;
therefore, the process of certification follows as a matter of carefully progressed HF appraisal
of the system. The final HF certification tests should be the culmination of a planned process of
certification allowing orderly and conditional HF certification to be progressed throughout the
duration of the project. HF certification is ultimately concerned with how efficiently the human

1 DoDI 5000.2 defines a total system as including the humans that will operate and
maintain the equipment.

2 Defence Standard 00-25 states that “ This Standard should be viewed as a permissive
guideline, rather than a mandatory piece of technological law”. A System is defined as:

‘A purposeful organisation of equipment (hardware and software), personnel and
procedures all of which interact and thus influence each other to produce some
specific result or goal.’

3 STANAG 3994A1 This STANAG does not define a system though its list of definitions strongly implies
that the human is an integral part of an ‘advanced aircrew system’.
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element(s) of a system can perform through their use of the system, and how human
performance affects that system’s performance capabilities and the safe achievement of system
related goals.

Specification and certification of engineered systems can be conducted under any of several
well documented and accepted methods. Further, HF analysis and measurement has attracted a
great deal of attention since WWII and can also be reliably performed. However, the human
role in complex human-machine systems is recognised as becoming predominately one of
supervision, understanding of problems, judgement, choice and decision making. Thus, the
main emphasis of the contribution of the human to human-machine systems has changed in
nature from physical to cognitive.

If the human contribution is largely cognitive, the HF specification and certification of
human complex interactions through complex systems should require a sound knowledge of
human cognition. Applied knowledge of cognitive processes to the required quality does not
currently exist in the realms of HF, engineering or psychology. Therefore, with such a gap in
knowledge, any HF certification of complex or advanced aircrew systems must be carefully
qualified.

Cognition and Operation of Advanced Aircraft Systems

Conceptual issues

Engineering ideas are about as far removed conceptually from the ideas of human psychology
as any ideas can be. This is because engineering ideas are mechanistic/physicalistic and based
in the natural sciences$, whereas psychology can be termed the ‘Science of Mental Life, both of
its phenomena and its conditions’7- Disciplines such as HF, Cognitive Psychology and
Industrial Psychology attempt to bridge the conceptual gap. In addition, disciplines such as
Engineering Psychology and Cognitive Engineering are attempting to adopt more teleological
approaches to the appreciation of human work.8 However, with the rapid advances in computer
based systems and automation, and their burgeoning complexity, it appears that the conceptual
gap still remains wide. To give examples from diverse HF viewpoints over the last decade, the
following four quotes show a general HF/Psychological concern on engineering approaches to
system design and automation, approaches that are biased to only considering observable
manifestations of human behaviour.

4 A good description of the methods generally used by ‘behavioural specialists’, including HF engineers, is
contained in Meister (1985).

5 Cognition is normally taken to refer to the part processes of the mind involved in human knowing such as
reasoned thought, understanding and judgement. In contrast, mental or psychological processes are more global
and cover the total remit of mind functions and processes including such as emotion and long term memory.

6 Physicalistic taken as pertaining to the physical, mechanistic or the observable. A great deal of the tenets of
HF and Psychology are founded on physicalistic approaches i.c. anthropometrics, biomechanics, human manual
control of systems, many approaches to HCI design, behaviourism to name but a few.

7 Definition from James (1890).

8 Teleology - as applied to the human refers to human mental goal seeking and purposeful behaviour. For an
interesting and teleological associated discourse on paradigm shifts in science see Ackoff (1972).
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L. ...Physicalistic descriptions can only capture those aspects of man which submit to the
metaphor of the machine, and must fail to account for the rest. This inadequacy of the
physicalistic approach becomes gradually more clear, as the complexity of man-machine
systems increases. (Hollnagel, 1983)

ii. ...we are still making the same seemingly contradictory statement: a human being is a poor
monitor, but that is what he or she ought to be doing. (Wiener, 1985)

iii. ...the designer who tries to eliminate the operator still leaves the operator to do the tasks
which the designer cannot think how to automate. (Bainbridge, 1987)

iv. Is it possible that our advanced command and control systems will require cognitive human
performance that defies our ability to measure and predict? ... What none of the existing models
are much good at is analysis of cognitive behaviour. (Miles, 1993)?

Problems in the Appreciation of Uncbservable ‘Mental Life’

The greater the complexity of a human-machine system, the greater the problems in efficiently
integrating the human component into the system. With a complex system, the human may
have difficulties in maintaining a concept of system performance and fitting that concept to the
human role within the system. Such difficulties may not only exacerbate problems that the
human finds in system control or supervision but may also encourage the human to enter
incorrect or inappropriate inputs into the system. Therefore, the human performance at the
human-machine interface (HMI) of a complex system must be assisted in an attempt to ensure
that situational awareness!0 is sustained, the human is aided in the obviation of human system
related 'errors',11 is helped to skillfully maintain a necessary defined role within the system,
and is neither overworked nor bored.

There are innumerable HF standards and guidelines on how to define and certify simple
systems. These standards and guidelines are normally advisory and invariably stress the
physical aspects of systems and/or the use of empirical evidence. They mimic the form of
system specification in that components of a system are specified by their physical or manifest
functions and the logical interrelationships of these functions.

However, the human catalogue of skills transcends the physical,12 especially when the
human has to cope with complexity and uncertainty. Cognition is hidden and may be either
abstract or have manifestations in observable human activity. Thus, the processes of human

9 Miles, J.L. (1993). TASK Analysis - Foundation for Modern Technology presented at MRC Workshop on
Task Analysis, University of Warwick, UK.
10 Situational awareness refers to an understanding of all the factors affecting mission performance, including
the status of the aircraft and its mission system, and the tactical, spatial and the geographical environment
external to the aircraft. See Taylor (1993). An older, higher level concept used by UK aviators was termed
‘Airmanship’.
11 Human system related errors could be operator, maintainer or designer based or be based on a combination of
all the 3. For consideration on error forms see (Rasmussen (1986), Reason (1990)).
12 As an example, Welford (1976) identified three types of human skill as:
Perceptual - The skills that code and interpret incoming sensory information;
Motor - The skills associated with skilled movement but controlled by perception and cognition;
Intellectual or Cognitive - skills considered by Welford to be the most important as they link
perception and action through decision processes.
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judgement are also hidden. For example, the human assessment and judgement of the quality of
equipment related information might be a continual background task with no directly associated
manifest actions on the part of the equipment observer. However, if the observer’s judgement
leads to choice, and the choice requires action, an observable human activity will result.
Therefore, physicalistic system functions may or may not have an equivalence within the
cognitive functions of the human component of the system.

Moreover, physical systems are constructed by logical rules of engineering while human
logic is dependent on gleaned knowledge, human mental functions and heuristics that are based
on aeons of human evolution. Training and experience can tune human abilities into skills with
respect to the human role within a system. Training cannot mould a human into a metaphor of
an engineered system component. Thus, the overall system must be built to consider the
possible contributions of human and machine, to allow one to complement and appreciate the
capabilities and system inputs of the other.

Traditional functionality. Traditional systems engineering stresses that the concept of design
must be based upon a detailed understanding of the functionality of the system.

Functional analysis requires specifying function in the abstract. The very fact that a
design is undertaken presumes an engineering concept and in turn a fairly limited
range of engineering solutions. (Price, 1988)

Thus, the transposition of engineering functions into required equipment performance is
brought about by design based on a choice from a limited range of solutions. However, the
manifestation of performance by the human depends on the individual human’s innate mental
abilities, developed physical and cognitive skills, the existing level of fatigue, and personal and
organisational mores and ambitions, to name but a few influences. Underlying that human
performance, human cognitive functions rely on human mental processes and are related to
human progress towards goals!3 through the use of tools. They may or may not be associated
to the parallel performance of certain equipment functions within an engineered system as
suggested by the traditional approach. They may however be part of system processes that
encompass both engineered and human system functions. Two examples are given as
indicators of the problems inherent in using traditional physicalistic approaches to the
conception of human machine systems:

Example One. An aircraft is flying from one airfield to another. During the flight a system
subset might be performing an automatic navigation calculation to update aircraft positional
information in parallel to a pilot’s radio communication to inquire on the weather at the
destination airfield. The equipment will be working to a fixed schedule whereas the pilot
inquiry might be prompted by an observation that present position weather is different from that
forecast or by his detection of a similar inquiry from another aircraft with respect to an airfield
adjacent to the destination.

The two activities are related by the overall purpose of the flight but are not necessarily
performed in parallel. Indeed, the subject communication activity might not take place on every
flight. The automatic equipment calculation is deterministic whereas the pilot’s communication
mainly depends on the vagaries of the weather and the performance of the pilot.

13 Goal can be defined as the end result towards which a mental or physical effort is directed. Goal can also be
descibed as an objective towards which the individual consciously or unconsciously strives (Adler (1929)).
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The pilot’s human function allows him to decide on the form of his work with relation to
prevailing circumstances regardless of his assigned system function. However, the machine is
unaware of the flying environment apart from that environment’s influences on the navigation
calculations. Here a system related problem may arise from both the differences and possible
divergences in the short term goals of the human and machine. Traditionally the human inputs
information and direction to the aircraft systems to bridge the differences.

From this example there are unlikely to be repercussions critical to the safe completion of the
flight. However, it is only a simple example. With a complex human-machine system the
question should be raised on how much and when man/machine compatibility in roles is to be
ensured, both from the machine and human standpoints.

Example Two. Task analysis is a form of predictive analysis used for the consideration of
human tasks with relation to the operation of a system towards system related goals. However,
this predictive modelling and analyses is usually based on engineering related functionality and
is thus biased towards the observable aspects of human performance ignoring such as
Jjudgement, understanding and choice (two examples of such analyses are Operational Sequence
Diagrams (OSDs) and Hierarchical Task Analysis (HTA)).

However, task analysis is concerned with the analysis of human tasks. Human tasks require
the human to apply both cognitive and physical effort. This effort is needed to direct a system
towards the achievement of preconceived goals both tactical and strategic (Tactical and strategic
goals will be discussed in more detail in Section 4 below). The problem aired here is that not all
human tasks can be considered and analysed if only mechanistic based or observable tasks are
considered.

Traditional approach to HMI. The study of HMI, this encompassing Human Computer
Interfaces (HCI), is also supposed to consider the amalgam of human and machine system
components. However, what an HMI normally shows is an interface design tuned to foreseen
needs for the human to equate to the engineered functionality of the equipment. Only recently
have there been any signs of a consideration under certain applications to the cognitive needs
and abilities of the human operator/maintainer (e.g. Macintosh and Windows WIMP in
‘Desktop Metaphore'). However, the concept still appears one way, that the human has to
appreciate the machine.

There are many HMI and HCI design paradigms in existence but they will not be further
considered here. As an aside, prototyping is meant to be an exercise where an HMI or HCI can
be demonstrated and tuned to obtain the optimum interface between the machine and the human
for a particular application. In reality, HMI prototyping with advanced aircrew systems is
frequently used only an exercise of demonstration and not as an analysis of the man machine
system performance capability allowed by the HMI.

Consolidation. To reiterate, the human may be considered a complementary part of an
engineered system, but not as a piece of equipment that can be easily specified. The traditional
partitioning of system functionality to allocate functions to humans and machine so that each
performed the most appropriate (machines are better at/human are better at)14 assumed that
physicalistic system functionality could be directly transposed to either human or machine. In
defence of the traditional approach, developments on the theme considered the complementary

14 Originating in the work by Colonel Fitts.
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nature of human and machine in a system and acknowledged that some functions could be
performed by either with equal efficiency.

Indeed, the simple physicalistic transposition of functions to human or machine may have
held true in situations where human used machines as tools to be directly applied to work
performed under immediate human attention. However, the subject transposition is much less
likely to be true where human work through complex systems towards mission goals!5, where
direct allocation of numerous system functions to the humans or the machine becomes more
difficult to determine at anything but the highest level of consideration and, finally, when
human work is based more on human cognitive performance than on psychomotor
performance.

There appears to be a gradual realisation, especially in the U.S.A., that the standards and
guidelines produced in the early 1980s are set in the physicalistic engineering mores of the
1970s. In the 1970s and early 1980s systems were less complex and the human was generally
closely involved in operating directly with systems to achieve goals (often in a one to one
relationship as in the use of a computer based word processor application) rather than the
current push to operate through systems to meet goals (as with an airborne mission system
where the tactical performance of the aircraft is directed by the operator through an HCI
updated from advanced navigation, communication and sensor equipment).

As already suggested, one of the problems with the drive to automation with airborne
systems is that the human has been forced, in many instances, out of the primary role of a
system operator and into the primary role of system supervisor, this without the development
of tools to assist in the performance of the new role (or even a determination that the new role is
suited). Many studies have shown that automation may have decreased the occurrence of
certain error forms but has introduced new categories of man-machine system error that have
yet to be fully understood (Weiner op cit, Woods & Roth (1988)).

Advanced systems are being designed forgetting the underlying tenet of systems design -
that the whole is greater than the sum of the parts. The human and machine components of a
system must complement and assist each other within the system. It is not fruitful to enhance
the speed in which a system can operate if the quality of system support to the human decision
processes is impaired.

Thus, it follows that an underlying contention of this paper is that the new forms of complex
system operating problems and errors tend to be cognitive rather than psychomotor based. Also
that new forms of errors should be considered to be mainly dependent on the achieved efficacy
of human machine system design rather than as mainly resident with the human operator of the
system.

Problems Inherent in HF Specification with Traditional Systems Design

The problems inherent in HF specification with traditional systems design will be illustrated
using examples from two well known standards.

Traditional design by Def Stan 00-25. Systems design and development rely on a traditional
series of analyses through system planning and preliminary design to detailed design and
development. The initial system requirement analysis is usually conducted by the customer and
considers such needs as system purpose, sphere of operations, types of system components,

15 For a discussion of goals in aircraft missions see Taylor (1993).



Does Human Cognition Allow Human Factors (HF) Certification. ..

system reliability to name but a few. This initial requirement is stated at a high level. The
system requirements analysis is the basis of the specification that initiates the system process.
Figure 1 shows the UK Def Stan 00-25 model of HF activities conducted during system
design. In Figure 1, it can be seen that it is presumed that an allocation of system functions can
be performed in the traditional manner. Of interest, the particular UK concept of Task

Synthesis entails:

...the design team, using their judgement and expertise, proposing a combination or

sequence of tasks appropriate to the function. (Def Stan 00-25, Part 12, p14)
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Note that the previous forms of analyses on which the Task Synthesis is based are wholly
physicalistic and conceive that:

"The major system requirements are physical...but there are always explicit behavioral
requirements."” (op. cit. p11)

Design by STANAG 3994. In STANAG 3994Al the problems inherent in straight physicalistic
function allocation to the human are recognised in that a ‘Potential Operator Capability
Analysis’ is mooted alongside analyses of human ‘Decision’, ‘Error’, ‘Information
Requirements’ and ‘Control Requirements’. Indeed, the Task Analysis mooted explicitly
covers human cognition as it states that the analyses:

...shall show the sequential and simultaneous manual and cognitive activities of the
operators/maintainers, and include those aspects of their tasks which involve planning
and maintaining situational awareness, as well as decision making and control
activities. (p4)

However, the task analysis is to be based on preceding analysis. The emphasis of the
preceding analyses is still seen as placing an over reliance on physicalistic functionality. From
the descriptions of the preceding analyses, there appears to be an underlying assumption that a
form of mapping can be made from the systems functionality of ‘Advanced Aircrew Systems’
onto human functionality within the system and the associated human cognitive processes. To
give an example of difficulty in such mapping, the STANAG example of Function!6 (e.g.
control air-vehicle) is decomposed under ‘Function Analysis’ through —

...successive levels of detail to a point where individual functions can be
unambiguously identified, prior to allocation to human, hardware, or software system
components.

It has already been argued above that ‘Function’ is an engineering concept within systems
engineering and that human and engineering functions differ. Therefore, from that conceptual
base it can be conceived that human mental facets such as human understanding, judgement and
choice cannot be easily mapped onto a system function such as ‘control air-vehicle” This is true
especially as many complex system control functions must be hidden to the operator and much
of human cognitive processes must be governed by factors such as previous human training,
experience, the effects of the flying environment and immutable human heuristics.1”

Nevertheless, though the STANAG concept of “Function Allocation’ still mainly relies on
the assumption that physicalistic functions can be mapped into human functions, it is strongly
influenced by “...the review of potential operator capabilities” (p3). It is suggested that, in
reality, some of the ‘human’ human-machine functions requiring consideration might emanate
solely from the ‘Potential Operator Capability Analysis’ area, especially through a review of
operator tasks in similar systems. Importantly, it needs to be recognised that some essential

16 Function - A broad category of activity performed by a system, usuvally expressed as a verb + noun phrase
e.g. control air-vehicle, update way-point.

17 Some basic fundamental characteristics of human cognition that appear to be common to all humans. See
Tversky, A. and Kahneman, D. (1974).
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human-machine system functions can be purely cognitive, albeit open to influence from human
understanding on the significance of information available from the pertinent man machine

system or other sources.

Figure 2 below gives an indication of the initial analyses required by the STANAG 3994,
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From the considerations above, an improved high level definition of a human-machine

system can be presented:

A man machine system is a complex system that works towards the achievement of
specified goals using the dynamic application of the diverse capabilities of that system,
assisted by a cognitively directed human and equipment effort, to create an expected

system performance.

Fully automated systems beyond the realms of human ken!® are not considered by this
paper. The design of complex systems require that an adequate degree of human work related
understanding, judgement and choice exists if optimum human decision processes are to be
considered at a system working level. Indeed, effective human-machine systems design

18 Ken - an old Scottish word meaning understanding within current knowledge or sight.
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requires a recognition of both optimum and sub optimum human work processes in order to
appreciate and conceive safe and efficient system operation throughout the range of possible
human abilities and skills.

To reiterate,

It needs to be recognised that some essential human-machine system functions can be
purely cognitive.

Thus, it is necessary that better consideration is given to the important role of human
cognition within human-machine systems during the specification of advanced aircrew
systems. Before attempting to further advance such a consideration, it is first sensible to have a
more detailed appraisal of some of the extant components of the system design process, and
methods of their classification, starting with system functionality.1?

System functionality. The specification of system functionality delineates the span of system
capability and is one of the fundamentals of the traditional system approach to design.
Functionality is based on a knowledge of intended system purpose, usage, the technology
available, previous like systems (if any), and the level of human behavioral involvement with
system operation.

Regardless, there must be a method of classifying the importance of functions. One method
is to classify functions as either as Necessary or Accessory?®- Whilst this classification method
should be useful regardless of the nature of the functionality examined, traditionally, systems
design only considers tangible physical2! functions.

Of interest, the Necessary/Accessory functional classification may appear to map
conveniently onto the standard UK MoD specification of system features as ‘Essential’ or
‘Desirable’. However, “Essential/Desirable” are indications of the MoD priority on
requirements and may or may not be associated with considerations on the criticality of the
feature with respect to the achievement of mission success.

It has already been argued that the physicalistic functionality required by a system cannot be
simply or easily mapped across to the functionality pertinent to the operation of the human
component of the system. For advanced and complex aircraft systems, it is important that a
method be devised of classifying functionality from several standpoints: the physicalistic or
equipment standpoint; the standpoint of the human cognitive component; the standpoint of
amalgamated equipment and cognitive system components, etc.

However, one improved approach to functionality classification verges on the recognition of
the prime importance of human knowledge and cognition was mooted by Price (1985) in his

19 It has been argued to this point that the abstract concept of functionality used for systems design has a
physicalistic, engineering or empirical bias. This is historic in origin and is still the usual concept of
functionality (See Ackoff op. cit.). However, functionality can be categorised in many alternative ways
including ‘Material or Informational’, ‘Necessary or Accessory’ (Price (1985)). It is argued here that for an
advanced or complex system it can also be categorised as ‘Cognitive, Equipment or a combination of both’.

20 Necessary functions are functions that are deemed to be essential to allow a system to successfully meet its
goal(s). Absence or failure of a necessary function will result in a failure to meet the system goal(s). Accessory
functions provide system redundancy, allow alternative paths to task completion or add capabilities that enhance
the system. The failure of an accessory function is not critical to the successful performance of a system.

21 1t could be argued that if anything is tangible it can be considered under material functionality. However,
this is not the case in the consideration of material functionality as it attends to things both tangible and
physical with relation to a system. For example ‘fear’ is sometimes described by individuals as tangible, may be
related to a system operation but is not physically part of a system.
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classification of Material and Informational functionality. Material functionality is seen as
purely physicalistic and refers to traditional system engineered or equipment functionality.
Depending on the intent of the particular study this functionality can be generic or specific to an
adopted equipment.

Informational functionality. Informational functionality concerns information that is associated
with the system usage of physicalistic functionality. Thus, informational functionality is closely
associated with material functionality. As an example, an informational function might be ‘plan
drop weapon’ and has a direct material equivalent of ‘drop weapon’.

Nevertheless, there may not necessarily be an obvious direct link between informational and
material function. For example, the informational function of ‘consider weather effects on
Radar’ has no direct material equivalent as humans cannot as yet dictate the weather and the
material Radar functionality that could be related is diverse (e.g. adjust Radar picture, adjust
Radar scanner tilt, switch off Radar, inform crew of Radar effects, etc.). Any departure from
the basic ‘verb+noun phrase’ defining informational functionality leads to difficulties in
determining the equivalent material functionality. Therefore, it should be questioned as to
whether this direct matching is of any use to determining the total functionality needed for an
advanced or complex aircraft system.

The traditional answer to the preceding question would be to the affirmative as the high level
function ‘plan drop weapon’ might be decomposed into several sub functions such as ‘plan
select weapon’, ‘plan open bomb doors’, ‘determine time to warn crew of attack” etc. Again,
however, the traditional approach would be to only consider the informational functionality
directly associated with a material function or functions of ‘drop weapon’.

Consideration of more complex functions highlights some of the application problems with
the ‘Material/Informational’ classification. More complex functions such as ‘choose best
weapon and attack tactic’ are obviously an amalgam of material, informational and cognitive
functions with the cognitive being paramount. Such functions can also suggest processes at
work: the threads, information flows and controls that tie functions together and give them
meaning within system operation and performance.

However, a function such as ‘question evidence’ is essentially cognitive and may be
prompted by human knowledge and experience rather than the by the physical evidence
presented by a system. This latter function cannot be described as informational as there is no
obvious association with a material function. Thus, the traditional informational approach must
be questioned as only in the case of simple material functionality (such as ‘lower seat height’) is
there likely to be near direct associations of informational functionality.

Still considering the example of ‘drop weapon’, in reality the associated human-machine
related functionality is likely to be vast and could involve such as a cognitive association of
information considering aircraft performance (height, speed and attitude), an assessment of
target performance (speed, aspect height, manoeuvre), a recollection of given ‘Rules of
Engagement’, an awareness of positions of ‘friendly’ forces that may be at risk, an appreciation
of aircraft stores remaining, to name but a few possibilities. Therefore, it is argued that the
above attempt to break the physicalistic description of functionality into its material and
associated informational components is still engineering associated and would require a
redefinition to allow it to fully consider human cognition within a human-machine system.

Some attempts have been made through Knowledge Engineering to encapsulate human
cognitive functions within the materialistic functionality of advanced aircrew computer based
systems. It is beyond the remit of this paper to consider whether Knowledge Engineering can
successfully capture complex human cognitive based expertise, and then usefully incorporate
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that expertise as system related functionality within a dynamic and advanced aircrew system.
Nevertheless, to be truly successful any such attempts must explicitly recognise human
expertise and the importance of human cognitive functions to the operation of a man machine
system.

Summary of the assessment of functionality. It has already been argued that much of the
physicalistic functionality associated with a complex system has no obviously associated
human equivalent as the processes of cognition are hidden and may result in no visible human
action or system input. Further, in aircraft systems there are important sustainers of human
situational awareness that are not specific to system design but that are important to system
performance. Such sustainers may be forgotten to the detriment of aircraft operation if an
advanced aviation system design was to be purely based on the physicalistic or material
approach. These include, but are not limited to, environmental/system associations such as
arise from changes to such as ambient noise, vibration, or visual sightings. Indeed, sometimes
the meaningful indicator is an absence of system derived information when the information has
been determined by other means and should be present. Finally:

Much is yet to be done, especially in analysing human cognitive requirements in
working with automated machines and in putting a methodology into effect that will
bring humans and machines systematically together to do those things that each can do
best and that they can accomplish jointly to improve system performance. (Price,
1985)

Performance. Performance is the manifest result of the work undertaken by a system. A
system is designed to achieve a particular quality/level of performance and in reality achieves a
standard of performance that is seldom truly equivalent to that aimed for by the design.
Predicted system standard of performance is determined by the designed amalgam of desired
system functionality and, sometimes, a planned capability of the human component within the
system. In reality, the achieved standard of performance is mediated by the environment, the
achievable performance of the designed system, system reliability and actual human standard of
performance as allowed through the use of the system and by influences external to the system.
The human ultimately directs advanced aircrew system performance. System performance
cannot be fully addressed unless the functionality and expected performance of the human
component of the system is considered, this alongside equipment performance during the
process of system analysis and design.

Traditions of Enforced Compromise. Traditionally, the performance of complex airborne
systems has been inferior to that predicted, a compromise has been accepted and the system has
only reached the desired standards after an introduction of system enhancements introduced
some time after the introduction of the system into operation. Extrapolation of past practices
suggests that the more complex the system the longer it will take to bring an inferior system
performance up to the level of expected or acceptable performance. In the military there are
several advanced systems where the latter point has been borne out (they are known but should
not be aired too much in public).

The solutions applied to the introduction of systems that are obviously inferior to the
requirement appear to be selected from one or more of the following:

1) Compromise and accept the system as better than previous systems.

{‘do what you are told route’).
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2) Compromise and accept the system limitations until time/finances can be found to
improve the system. (‘traditional route often involving an expected mid-life update even
before the initial system delivery*).

3) Compromise and increase the number of personnel operating the system.
(‘throw manpower at the problem - the serfdom route’).

4) Compromise by expanding the training programme and improving the
quality/experience of personnel employed with the system (expensive, but can be
blamed on the quality of the personnel available in the past, or past mistakes in
recruitment or on the ‘needed’ complexity of the system ).

Methods outside the traditional compromises.

5) Reappraise the design method. Ensure that the next system is designed using the
‘lessons learned’ (a form of reappraisal of design method should always happen after
any system design).

6) Immediately cancel the production of the system (a final and shameful resort with
blame attributed where and when possible and probably an obfuscation of any lessons
to be learned).

7) Develop and apply suitable methods for specifying and certifying the design and build
of advanced aircrew systems (this depends on a realisation that current methodologies
are inadequate and the existence of a will to improve).

Of the mooted seven solutions given above, the first four compromises have been in
existence for decades, the fifth solution is what is needed now and in the future to prevent the
recurrence of expensive failures and the sixth has certainly been evoked recently (several
programmes in the U.S.A. and UK spring to mind). The seventh is obviously the ideal. Of
course, certain necessary compromises or ‘trade-offs’ should be inherent in design and should
not be decried.

Design

Comprehensive and efficient design is the key to the achievement of required performance from
complex systems but depends on the standard of system specification. Design is the bridge
between system specification and the achieved system performance. This paper has argued that
complex system design have traditionally considered the human in the physicalistic/
mechanicalistic sense.

Until recently, the problems associated with the parallel needs of promoting human
understanding alongside system operation and direction were generally equated by the natural
flexibility and adaptability of human skills. However, the information rates and complexity of
modern systems often place system processes beyond the supervisory or manipulative
capabilities of the human, because human cognitive attributes and performance have not been
properly considered within the design of the system. Where human cognition has been
considered it is normally only where the concept of human cognition has parallels into the
physicalistic mould of determining material functionality.

The next section will consider the actual specification produced for the RN Merlin helicopter
and discuss some of the lessons learned from that specification’s consideration on system
functionality.
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Functionality specification for the RN Merlin helicopter

The emphasis of this paper is on the consideration of system functionality and its influence on
the processes of HF certification. The overall specification process for the Merlin helicopter is
presented in greater detail in the paper of Taylor & MacLeod (1993).

The definition of Merlin functionality constituted one of the three parts created for the Merlin
specification exercise. The functionality document was termed the Functional Requirements
Definition (FRD).

Functional Requirements Definition of Merlin Specification
The (FRD) considered system functionality for the Merlin, as

Functionality is not solely derived from the definition of the requirements for the
individual systems and their interaction, ...those systems interact with the crew and
systems outside the remit of Merlin, and the operational environment in which they are
to operate. (MPC Specification 1990)

Primary and secondary objectives were used to consider functionality.

Primary Objective — To define the minimum acceptable functionality for the Merlin. This
involved specifying the functionality for existing and new systems. The functionality
considered here was material functionality. Thus, considering the existing equipment:

...a set of ‘Major Functions’ were identified. To allow the current documentation set
to be as effective as possible, the Major Functions are chosen to be approximately
equivalent to the systems fitted to the current helicopter [EH101] and are therefore not
intended to be a ‘pure’ functional breakdown from operational requirements. (MPC
1990)

Secondary Objective — System management functions fundamental to the successful integration
of all systems on board Merlin. System management is defined as:

The usage of the Merlin’s System through the tools devised from the amalgam of Human
Engineering and other engineering approaches to the system design. (MPC 1990)

The management areas were considered as Flight, Tactical and Maintenance. The three
management functions, and specific Sensor functions, define the parameters that are to be
displayed to the crew and the controls necessary to influence the operation of the Merlin.
However, the interdependency between the management areas was not addressed in any detail.
Flight and Tactical management were split into the following subsets

Mission Management
Those functions necessary to permit procedures and equipment to be employed that assist the
crew in conducting the tasks required of Merlin.
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Information Management
Those functions necessary for the collation and processing of data to determine a future flight
path or for the collation and processing of a tactical picture.

Human-Machine Interface Management
Those functions necessary for display of the tactical picture and system/equipment status, and
crew interaction with the tactical picture.

Sensor Management
Those functions necessary to control the operation of the various related sensor functions in a
consistent manner.

It can be seen that under this form of functionality classification there was an effort to
consider the functions that the crew would have to perform to manage the specified material
functionality of the Merlin within, but not between, each of the three defined management
areas. However, there is a potential pitfall with the focus on the human component of the
system as a manager. Firstly, team work does not depend solely on good management but on a
myriad of influences. Further, by definition, managers supervise and administer the resources
available to them. A manager does not necessarily lead but directs resources within certain
specified rules. In contrast, a leader does not necessarily need to manage, but guides others
using such as foresight and tactics as well as resources. Indeed, the leader’s used resources
may be beyond those immediately available and may not necessarily be closely governed by
rules.

In the Merlin case, the rules applied to the appreciation of system management failed to
consider the system as a whole and thus restricted the scope of the given Secondary Objective.
It is a matter of conjecture as to how efficiently the system might support leadership. However,
the lack of a whole system appreciation on system management must raise a question on the
efficacy of the aid that the resulting system will offer to the leader or to the system manager.

To summarise on the management of real time complex systems. Firstly, a human is
basically a poor supervisor. If the human is not involved in the operation of the system, the
human’s attention and reactions to system cues are liable to suffer. Moreover, if the human
functionality within a system is not fully specified it will be difficult to properly managed
within the designed remit of the system. At the worst, the human resource is then managed in a
procrustean manner to fit into the machine design and may become involved in an incessant
combat with the machine in order to achieve system goals.

However, particularly with consideration on information management, there was some
consideration on the human cognition requirements for the management of the Merlin systems.
Examples are:

The symbology used to represent information displayed to the crew shall be developed
in accordance with human engineering principles given in chapter...to take account of
the cabin and cockpit environment and human understanding.

Classification also depends on human understanding of presented data. Aspects of
this process shall be evaluated as part of the Human Engineering Programme Plan.

(MPC 1990)
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Nevertheless, the main source of management functions did reside in the material
functionality of the aircraft equipment. This was partly because the definition of the “Major
Functions’ was mainly determined by the existence of equipment already adopted for the
helicopter during earlier development. It was also caused by a lack of in-depth consideration
on extant maritime tactics or on future possible tactics for the aircraft. The particular reasons
for this will not be discussed here. However, the result is that the requirements of possible
tactical performance cannot be fully equated with the existing equipment functionality.

Thus the problems associated with a necessary task related judgements and direction
through human cognition at the human machine system interface could not be fully addressed.
For this reason, much of the functionality that could have been ascribed to human mental
properties was instead placed for consideration within the responsibility of the Human
Engineering Programme Plan (HEPP), a plan which had to be constructed under the mandate
of the already discussed STANAG 3994.

HEPP and Design Requirements

The application of Human Engineering to the Merlin system is governed by a mandated and
agreed HEPP. Human Engineering placed emphasis on the human component of the system
and introduced a planned approach to this aspect of the Merlin’s design, in order that important
facets were recognised and addressed.

Because of the already designed equipment, the HEPP and other design requirements were
mandated too “late in the day” to be as effective as they might have been if they had been in
existence from the onset of the system analysis and design process. Moreover, the Merlin
specification was not created under the full remit of the STANAG 3994, though the STANAG
was mandated by the completed specification. Therefore, some of the STANAG's
recommended system analyses were not fully considered in the specification including ‘Mission
Analysis’ and ‘Potential Operator Capability Analysis’.

However, for the new aircraft equipment, and hopefully for consideration of the integration
of human performance within systems operations, the HEPP serves as a valuable aid for
indicating areas of the system where improvements may have to be made or new procedures
devised. Of course, before the system can be accepted into RN service it must pass a formal
Operational Performance and Acceptance phase (OPAS) without a need for too much
compromise. The HEPP is one of many ways of assessing the risk of successfully completing
the OPAS.

Moreover, the HEPP is based on the FRD and Design Requirements. The problems with
the method of the FRD specification of requirements have already been discussed. Therefore,
with some system analyses already conducted, the biases of the analyses are bound to be
reflected in the performance of the HEPP. As the HEPP is also concerned with HF acceptance
of all forms of HF analysis, tests and trials, any HF certification of the Merlin system should
bear in mind the initial problems of specification.

Discussion
The RN Merlin was respecified as a system many years after the onset of the initial design

process for the helicopter. However, the respecification process allowed the remaining aircraft
development process to be defined both with relation to the expected aircraft system
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performance and the possible risks associated with meeting the OPAS performance
requirements. Throughout the HEPP, the HF input to design and the aircraft certification
process has been stated with appropriate qualifications. This makes clear the process and
requirements of HF certification.

The important HF lessons learnt from the specification work were:

» To be fully effective, a HEPP should be produced and started early in the systems
analysis process .

* It is obvious that more care has to be taken in the consideration of human cognition
with respect to the design of a man machine system, especially where cognition may
have specialised functions within the human-machine system.

* The omissions in the specification with relation to human cognition must represent a
source of unspecified risk within the process of HF Certification.

Through the above arguments, it can be reiterated that appreciation of human cognition is an
important facet of complex man machine specification and, ultimately, certification. A possible
method for the consideration of cognition during system analysis and specification will be
outlined next. In part, the method is a development on areas of STANAG 3994.

The Incorporation of Human Tactics and Strategies

Introduction

A tactic is defined as an arrangement or plan formed to achieve some short term goal. The goal
may be an end in itself or serve as a stage in the progress towards a later objective. A strategy
governs the use of tactics for the fulfilment of an overall or long term plan. Tactics can be
formal written procedures or reside in human mental processes. Normally the human tactic
selectively directs the formal system related procedural tactic.

Human tactics and strategies are not only physicalistic, they are mental.22- A tactic is
procedural, may be mainly skill based and is flexible and adaptable to a changing environment.
In a human-machine system, the performance of tactics and strategies is enhanced by system
equipment designed to aid the human to interpret information contained in the working
environment and, also, to survive in that environment. Strategies allow the human to be
selective in the use of tactics, to choose the most effective or most expedient for the fulfilment
of the foreseen plan.

The human perceives the world through information gleaned from the senses. This
perception can be achieved through direct observation of the world or through the use of a

22 Explanation of the human usage of a mental model of the world have been given by many researchers from
various viewpoints and considering many possible constituent parts (cognitive maps, schemas, frames, scripts,
goals, plans and schemes to name but a few). The use of ‘tactic” and ‘strategy’ in this paper is for the sake of
explanation and is not intended to supplant what has gone before but to aid in the current exposition. The terms
are used here as they conveniently afford a mirror of cognitive activity onto related aircrew operating procedures
(which can be broken down to tactics and strategies in the militaristic sense). Reference is given to Adler
(1929), Bartlett (1932), Craik (1943), Schank et al (1975), Neisser (1976) and Card et al (1983) to name but a
few.

C-3.
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human-machine system’s interface with the world. The perceived information is interpreted
through the use of knowledge, rule and skill based mental and cognitive processes? that may
vary between humans. The use of the interpreted information is then governed by human tactics
and strategies. These tactics and strategies are tuned through training and experience and are
governed by the human role within a human machine system and the human’s interpretation of
that role. The results of human tactics and strategies are manifest in observable human
performance and skills.

Therefore, tactics and strategies are continually mediated by both the information that the
operator already possesses and information gleaned from the working environment. In the
performance of work, the former information is purely human in origin and influences the latter
whilst the latter is often human-machine in origin and can eventually contribute to human work
experience. All human-machine systems perform under the directed influence of the human
component’s tactics and strategies.

Difficulties in Concept and Application

One of the main difficulties of concept with human tactics and strategies is how to translate the
abstract into something concrete akin to a system function, and then in a form through which it
can be applied to human-machine system analysis. The first stage is to make the abstract
tangible with respect to stages of job performance.

STANAG 3994 mentions the use of ‘...a review of tasks in similar systems’. To be
effective, such a review requires an in-depth examination of tasks, possibly using Subject
Matter Experts (SMEs) and knowledge elicitation techniques?4- The matters to be examined
include:

» Common problem areas requiring cognitive effort; i.e. the interpretation of sensor
data, the determination of rates of change of data, the understanding of particular types
of information.

* The association of the common problem areas with jobs (i.e. tactics and strategies) or
forms of task.

* Any timing data that may be available; i.e. with this form of problem and that form of
task, why does the operator take a certain time to gather evidence and to resolve the
problem?

» Any evidence that can be collected on how to ameliorate the operator’s cognitive
effort, if deemed to be excessive.

The two areas of operator applied cognition that should be investigated by the examination
are:

i. The application of cognitive processes to the performance of a task or sub task.

ii. The application of cognitive processes to progress tactics or strategies associated
with a group of tasks or parts of a mission.

23 Rasmussen’s SRK theory, the consideration of Skills, Rules and Knowledge based behaviour as determinants
of human performance. See Rasmussen (1986).

24 Knowledge elicitation techniques can be considered under 2 categories; Direct and Indirect methods. Direct
methods are used where an expert can be asked directly to indicate their knowledge. Indirect methods are used to
infer the experts knowledge from the experts performance at other or similar tasks to those on question. Direct
methods include: Interviews, protocol analysis, Kelly grid, concept sorting. Indirect methods include ‘20
Questions’, concept recall and listing. Further reading includes Kidd (1987).
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An Avenue Towards a New Method of Systems Design

The efficacy of the common forms of the Fitts list must be questioned. If it is accepted that
some essential human-machine system functions can be purely cognitive, then it is necessary to
develop a method to identify these cognitive functions and their implications within the system
design. Some considerations on an avenue to such a method are outlined in the remainder of
this paragraph.

Examination of similar systems. The initial action is to look at what systems have been used
before for similar aircraft roles. This does not necessarily involve the examination of near
identical jobs to those envisaged for the new system, though such an examination is preferable.
It may be that there are no near identical jobs and that equivalent jobs will have to be used. For
example, the operation of a collision avoidance Radar screen might give indications of
problems that may be encountered in the operation of a weather avoidance Radar.

From the initial action, a system (or systems) is chosen for further examination. Obviously,
the greater the number of systems examined the better within the constraints of time and
budget.

The next stage is to use knowledge elicitation techniques, as appropriate and with the
cooperation of suitable SMEs, to determine where the SMEs assess the greatest cognitive loads
reside. To assist this process, the concepts of human tactics and strategies should be explained
as well as the equipment and tasks being considered.25 It is important that a series of tasks is
considered in order that both tactics and strategies can be properly addressed. If possible, the
questioning of an SME during the operation of an aircraft system or simulator is preferable. If
actual equipment of some form is not available, some form of task analytic simulation might
suffice provided the SME is well acquainted with the form of task representation used. It must
be accepted that there is no current method of ensuring that all system critical cognitive
processes may be examined.

A novel method of assessing human problems and capabilities associated with flight is
allowed by the ‘MicroPat’ tool as developed by Bartram et al at Hull University (bought by
some UK military agencies and Cathy Pacific Airlines). This tool was designed to perform
psychometric assessment of aircrew candidates using dynamic simulations of the standard
functions of aircrew systems. It is suggested that this tool, or another of the same form, could
be used alongside knowledge elicitation techniques as a means of determining and assessing
broad categories of aircrew cognitive functions associated with generic equipment functions of
aircrew systems (i.e. combination of the human usage of artificial horizon, altimeter and
heading reference26).

It is suggested that the elicitation of knowledge in the task related area will be easier than the
elicitation of knowledge on tactics and strategies; a task normally being performed under
operator focused attention whereas an operator’s consideration on a tactic or strategy may not
necessarily be continuous and may be resident in non declarative memory. Considering verbal
protocols as an example of a task elicitation technique, concurrent and retrospective protocols
may both be suitable to gain a fair indication of a task related use of cognition. However, to

25 The SME:s use of tactics and strategies, both mental and in the material / militaristic sense, was approached
in Macleod et al (1993) during the process of the predictive examination of workload for the RN Merlin. This
study also included an examination on the effects of operator errors and decision processes on system tactical
performance.

26 An example is a tool produced to assess candidate aircrew’s ability to perform mental navigation calculations
whilst flying a simple computer based aircraft simulator. See Bartram (1988).
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elicitate information not in immediate memory (i.e. strategies) might require some form of
prompting or the use of several knowledge elicitation methods.

The examination of the verbal protocols must be based on a model and some decided
categories of cognition. The question on whether verbal reports are or are not epiphenomenal is
a subject of continued debate that will not be addressed here.?” The concern here must be the
benefit that any method brings to the final application compared to the benefits possible from
other methods. Considering the inadequacies of the traditional approach, it is suggested that
even a classification of human-machine system tasks as requiring associated operator cognitive
processes of a ‘High/Medium/ Low’ nature is better than no consideration at all.

Once an early understanding is obtained on the operators use of cognition or cognitive
functionality, task related use of cognitive functionality should be considered alongside the
chosen system’s equipment functions embedded in that task. Where any association of
cognitive and equipment functions is not possible, but the equipment function is understood,
each form of function should be specifically labelled as a task related equipment function e.g.
lower undercarriage. Where a task related function is deemed to be purely cognitive it should be
labelled as a task related cognitive function (e.g. assess visibility). Where task related
equipment and cognitive functions must be associated, their association should be labelled as a
specific task related associated function (e.g. determine position on glide-slope of airfield
approach). Any cognitive functionality that cannot be related to a task, but to a series of tasks or
a tactic or a precess, should also be considered as a specific system cognitive function and
labelled (e.g consider tactics to be applied to surveillance of manoeuvering target).

Appreciation within the new system design. The next step should be to apply the data on
cognitive processes obtained from the examination of similar systems as outlined above. The
difficulties in determining and incorporation values of cognition into the system life-cycle
design processes are considerable. To strive for the synergy necessary for a complex human-
machine system, Cognitive Task Analysis techniques will be applicable here.

The method of incorporation human cognition into system design requires a detailed system
functional and process analysis process, probably using a form of dynamic modelling
technique. This technique to examine and combine the required and refined functionality of the
new system with that obtained from the examination of similar systems.

The knowledge gleaned in this fashion could then be checked and further refined through
the use of flight/air mission prototypes, mockups and simulators. Of course, the ideal scenario
would be to continue the refinement process using data collected from actual aircraft equipment
and flight prototype trials.

Whatever method is used, a careful consideration of cognition will require an iterative
process in the early stages of the system analysis process. This iterative examination is seen as
essential to consider and amalgamate the information gleaned from old systems (i.e. cognitive
tactics and manifest operating procedures) with the detailed functionality and expected
performance of new equipment. .

Valid basics for the understanding of cognitive functionality can only be determined through
practice in investigation and application. What is eventually required for the system designer is
a set of ‘rules of thumb’ through which the subject of human cognitive functionality can be
effectively approached within the realms of system design as a whole.

It is easy to pay lip service to theory and say that equipment should be built to appreciate the
human and the human trained to appreciate the machine. The basis of such mutual appreciation

27 For detailed coverage of the debate see Ericsson & Simon (1984) and Nisbett & Wilson (1977).
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must be a better practical understanding of human cognition as applicable to advanced aircrew
systems. However, such an understanding will involve a great deal of experimentation,
preferably in the field rather than the laboratory, and an education of system designers to
convince them that such an effort is necessary.
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Figure 3. The Remit of Cognitive Task Analysis

It is suggested that a careful appreciation of cognition within the specification of the
functionality for a new system should allow improvements in the following:

* The determination of Necessary and Accessory Functionality.

* The initial assessment of the numbers and quality of personnel required to operate the
system.

* The assessment during system design of the form of operator training required.

* The production and progression of a HEPP for the new system.

*» The design of the system HMI / HCL

* The efficiency of trade-off process during system design.

* The creation of formal operating or tactical procedures.

* The assessment of achievable system performance and the risk inherent in the design.
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Summary and Conclusion

This paper has examined the requirements of HF specification and certification within advanced
or complex aircrew systems. It suggests reasons for current inadequacies in the use of HF in
the design process, giving some examples in support, and suggest an avenue towards the
improvement of the HF certification process. The importance of human cognition to the
operation and performance of advanced aircrew systems has been stressed. Many of the
shortfalls of advanced aircrew systems must be attributed to over automated designs that show
little consideration on either the mental limits or the cognitive capabilities of the human system
component.

Traditional approaches to system design and HF certification are set within an over
physicalistic foundation. Also, traditionally it was assumed that physicalistic system functions
could be attributed to either the human or the machine on a one to one basis. Moreover, any
problems associated with the parallel needs, of promoting human understanding alongside
system operation and direction, were generally equated in reality by the natural flexibility and
adaptability of human skills.

The consideration of the human component of a complex system is seen as being primarily
based on manifestations of human behaviour to the almost total exclusion of any appreciation of
unobservable human mental and cognitive processes. The argument of this paper is that the
considered functionality of any complex human-machine system must contain functions that are
purely human and purely cognitive. Figure 3 indicates the place of Cognitive Task Analysis as
an aid to this process. Human-machine system reliability ultimately depends on human
reliability and dependability and, therefore, on the form and frequency of cognitive processes
that have to be conducted to support system performance. The greater the demand placed by an
advanced aircraft system on the human component’s basic knowledge processes or cognition,
rather than on their skill, the more insiduous the effects the human may have on that system.

This paper discussed one example of an attempt to devise an improved method of
specification and certification with relation to the advanced aircrew system, that of the RN
Merlin helicopter. The method is realised to have limitations in practice, these mainly
associated with the late production of the system specification in relation to the system
development process.

The need for a careful appreciation of the capabilities and support needs of human cognition
within the design process of a complex man machine system has been argued, especially with
relation to the concept of system functionality. Unlike the physicalistic Fitts list, a new
classification of system functionality is proposed, namely:

¢ Equipment. System equipment related.
» Cognitive. Human cognition related.
* Associated. Necessary combination of equipment and cognitive.

This paper has not proposed a method for a fuller consideration of cognition within systems
design, but has suggested the need for such a method and indicated an avenue towards its
development. Finally, the HF certification of advanced aircrew systems is seen as only being
possible in a qualified sense until the important functions of human cognition are considered
within the system design process.

(This paper contains the opinions of its authors and does not necessarily reflect the standpoint
of their respective organisations).
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Certification: Ballistic Blessing or Continuous
Process?

Thomas E. Bernard

University of South Florida

The science and art of occupational health and safety has evolved rapidly during the twentieth
century through the safety movement and worker compensation laws, to the point that it is
widely recognized and accepted. Human factors is also a discipline dedicated to reducing
adverse risk to life, limb and property that has grown in the last fifty years. My intention in this
position paper is to view human factors certification of advanced aviation technology with the
experience and baggage of an occupational health and safety professional.

In order to even begin, let’s at least accept certification as a formalized method to reduce the
risk to life, limb and property. To announce my bias in advance, I believe the industry and the
public is best served by review and assessment. This is not achieved by design and
performance standards, but by education and interdisciplinary approaches (e.g., ISO 9000). In
response to workshop authority, I will briefly mention some of the interrogatories and their
role.

Who

“Who” is either active or passive. In the active sense, it is the question, “who will certify?”’
The obvious answer is “we will be happy to certify your system.” The “we” is you and me.
But logically, "who" is the manufacturer, the customer, or some third party (independent
agent).

In the passive sense, the question is "who will be certified?" For occupational health and
safety professionals, certification is for the practitioners. The industrial hygienist and the safety
professional are certified by their respective boards after the completion of appropriate
education and experience and by passing an examination. A similar certification process for
ergonomists/human factors professionals in the United States is in its infancy.

Within the aviation industry, plenty of people are “certified” in some fashion: from pilots to
mechanics to air traffic controllers. While it may meet opposition for other aspects of operations
or design, certification of people in the design process is not a wholly new idea.

My only fear about the certification of people is the degeneration of quality of personnel.
Certification is generally believed to be a floor for the ability to practice, but it soon becomes the
requirement for practice. When it becomes the requirement, it does nothing to promote superior
practice and perhaps limits the superior person who is uncertified.
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What, When, Where

What: Advanced aviation technology
When: At appropriate times

Where: Convenient locations

Why

The implicit given of the workshop is that human factors certification is an essential good and
should be encouraged. (And I sometimes encourage a belief in God, baseball and Chevrolet.
Note that each of these seems to drift in and out of favor.) Taking the given, then, dispenses of
the interrogatory “why”.

But just to carry the thought of “why” a little further, “why should we bother?” Unlike the
history of occupational health and safety, the need is not driven by a long line of unacceptable
risk and attendant consequences. I offer as evidence the fact that the public is not outraged (as it
has been about the social costs of occupational disease, dismemberment and death). (Outrage is
a construct proposed by Peter Sandman to describe the effects of perceived risk, as opposed to
real risk.) Remember that “airplanes are not routinely dropping out of the sky” and the rates of
mortality and morbidity do not approach that of motor vehicles. In summary, the current
practice in the design of aviation technologies has served us well. The remaining answer to
“why” is the belief that the technology is going to grow faster than our current practices will
allow us to control the risk.

Another facet of the “why” deals with “why do I need human factors?” I view this as a
marketing activity. The goal is to better market human factors as a discipline that is able to
contribute significantly to risk reduction. It is this marketing element that health and safety
professionals have over human factors professionals. We can point to federal standards for
worker protection and cry wolf. This, however, is a trivial approach and it has limited benefits
to the promotion of health and safety. The truly successful have demonstrated the value of their
services and needs for investment through both cost-avoidance and improved productivity and
quality. This latter approach establishes a longer-term, more positive relationship with decision-
makers (those with the power and money).

It is clear that there is a kernel of interest in human factors in the aviation-related industries
and organizations by the number and breadth of organizations represented at the workshop and
in the literature. It is necessary to grow this kemel into a flourishing plant by demonstrating
effectiveness at every opportunity until there is a wide-spread implementation of human factors.

On the other hand, manipulation is available. If manipulation is the preferred approach over
the reasoned approach above, then it is worthwhile to explore the role of the public. Often
public outrage is required to move an organization (most of which are characterized by
substantial inertia). The commercial aviation system of the western world is quite safe, and the
public as a whole recognizes this. To create outrage, the public must come to believe that the
risk is much greater than it really is. Traditionally, this is accomplished through disaster. It is
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also caused by disproportionate fear. For example, the chemical and nuclear industries are quite
capable of generating public outrage in the presence of insignificant risk. Using imagination,
the human factors community can create a market through public outrage. (Some caution will be
needed, and this is not a personal avocation.)

Certification vs. How

If we accept the why of certification, the next workshop implication is that certification is a
dependent variable such that:

certification = function of who, what, when, where, how.

I would argue that the dependent variable should be an outcome variable and not an
independent variable that contributes to risk reduction. The outcomes result in safer aviation as
a whole. On a less grand level, the outcome of interest is reduced risk from some system,
bounded by some flexible delineation. Taking the independent variable down one more layer
perhaps can bring us to “how do we reduce risk?” (This is the case of a Debons knowledge
word instead of information. In fact, most people probably look at certification as information
and not as knowledge.) The model then becomes:

How = function of who, what, when, where, certification.

How

How is often thought of as being formulated in standards. Many of the statutory and consensus
safety standards that govern general industry dictate the design. The desirability of design
standards is that industry knows exactly what to do and auditing agencies know exactly what to
look for. The problem is that it stifles the imagination; alternative approaches to the same goal
are rarely considered. There are times, of course, when design standards are important. They
are particularly useful to establish communications protocols. But they should be advocated in
the extreme and not as the routine.

The first alternative to the design standard in health and safety is the performance standard.
In essence, this specifies the maximum acceptable level of a hazard, and discretion is left to the
individual plants on methods of control. Now, innovation is encouraged and may even be
rewarded by increased profitability.

I equate certification with standards (either design or performance). Both require an explicit
goal and some yardstick for measurement. The outcome, however, is invariably the just
acceptable to meet the goal. In health and safety, a problem occurs when the standard changes
with new knowledge. In most cases, the "just acceptable” becomes "unacceptable."

A new way of approaching worker health and safety is beginning to emerge from a number
of directions. These include wellness programs, new management styles (e.g., Total Quality
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Management, Product Liability Programs, ISO 9000), and some government health standards
(e.g., process safety and cumulative trauma). The fundamental features of these are early
recognition, prospective analysis and interdisciplinary teams. Because the promotion of reduced
risk is a universal concern, even with advanced aviation technologies it makes sense to involve
as many disciplines as possible.

The inclusion process then is one of bringing in human factors as well as risk management,
law, accounting, etc. And the process is ongoing; it does not start with a system concept and
stop with customer acceptance. It tracks field experience and brings the lessons into new
concepts.

Conclusion

If certification marks the end-point or is limited to a design or performance standard, it will
become a kind of ballistic blessing (with the system out-of-control once it is “certified”). To
assure the continued protection of life, limb and property in the commercial aviation industry, I
propose a program of continuous review and assessment. In this regard, certification can either
be defined as “how” this program is accomplished, or it is an audit to indicate the program is
active and effective.
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Practical Guidelines For Workload Assessment

Andrew J. Tattersall

University of Wales, Cardiff

Introduction

There are numerous factors that need to be taken into account in a comprehensive human factors
certification process. This paper deals with one major factor which is a central area for human
factors concern when humans are required to interact with complex systems, namely workload.
If the process of human factors certification of systems is to succeed, then workload
assessment must be incorporated into the evaluation and certification process. Proper and
effective evaluation will ensure that the workload experienced by users of any system, in
aviation or otherwise, is taken account of in system design and development.

There is now a vast amount of literature on workload assessment. This interest has been
stimulated primarily because of the need to design complex task environments that do not place
undue demands and requirements on the human operator. The principal applications have
typically been in process control and aviation settings such as air traffic control and aircraft
cockpit design. This paper will address a number of practical issues that need to be taken into
account when any evaluation of existing systems or future systems is carried out.

There is little dispute that workload is a multidimensional concept (Damos, 1991; Gopher &
Donchin, 1986; Moray, 1982; O'Donnell & Eggemeier, 1986), but one distinction that is not
very often made explicit is between acute and chronic dimensions of the impact of workload. If
workload is defined in terms of the costs that operators incur in performing tasks (Kramer,
1991), then the distinction is even more apposite. An understanding of this distinction will, to
a certain extent, aid evaluations of the nature of workload in work settings.

First, if one is concerned with the acute effects of workload, then the main focus of the
research will be on the interference between tasks in dual- or multiple-task situations. A
principal question to be asked is whether the tasks are too demanding in terms of the human
information processing requirements, in which case performance on one or more of the primary
work tasks may be degraded. The logic of many of the approaches in this area is based upon
multiple-resource theory (e.g. Wickens, 1984, 1991), in which it is proposed that there are a
variety of processing resources that are limited in their capacity. The extent to which tasks will
interfere with each other when carried out concurrently will depend upon the extent to which
they compete for common resources. Evaluation of workload in this case may include primary
and secondary task performance measures, subjective measures and certain psychophysio-
logical measures. The ultimate intention of such approaches is to predict performance in
multiple-task situations.
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Second, if one is interested in chronic symptoms of heavy workload then the main concerns
are with the effects of managing the demands of work over a day, a week or a prolonged period
of time. The after-effects of work are an important consideration. In other words, to what
extent is the physiological and emotional state of an individual affected over a period of time,
and does subsequent performance at work show any decrement due to these changes in state?
For example, individuals may become increasingly fatigued because of the sustained demands
in the job that need to be managed effectively. This may result in breakdown of skills over the
longer-term, and current models of workload are unable to predict these outcomes with any
degree of certainty. Typical assessment techniques might again involve the use of performance
measures, subjective measures and physiological measures of workload. In addition, subjective
and physiological measures of individual state are likely to be useful as there may be
implications of the longer-term effects of workload for well-being, both emotional and
physiological, health, performance and safety at work. Cross-sectional studies of occupational
stress and health provide a useful way to gain background information about possible sources
of stress, and the coping strategies and behavioural styles which might be generally effective in
moderating the effects of work demands (e.g. Farmer, Belyavin, Berry, Tattersall & Hockey,
1990). However, it is also important to investigate the effects of exposure to different job
demands in the longer-term. The development of a model of stress and workload based on
observations of individual patterns of response to various demands will lead to the more
accurate prediction of states or situations in which a breakdown in skills might occur.

Questions That Should Be Asked

Before any evaluation is carried out, a number of questions need to be addressed that will
enable the appropriate measures to be taken for the particular problem that is to be tackled. An
approach that has been used to great effect in assessing the usability of human-computer
systems (Ravden & Johnson, 1989) is to provide users or designers of systems with a checklist
of items to consider. The questions below are based on part of that checklist, and they may be
useful for workload assessors to identify the key areas of concern about workload in the initial
stages of an evaluation.

1. What is the general question? Is the concern with the overall system or a specific piece
of equipment, and is the focus primarily on performance or on the health and safety of
the workforce?

« Is the primary concern with task design (the scheduling or allocation of tasks within or
between individual operators' jobs)?

+ Is the primary concern with equipment design (for example, to evaluate the effects of
the introduction and integration of a new item of technology, or to evaluate the
difficulties of working with one item of equipment)?
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* Is the primary concern with health and safety (the outcomes of working within an
existing or proposed system perhaps as a result of sustained task demands, underload
or boredom, etc.)?

2. Is there a specific problem? That is, do operators complain about specific tasks or

functions?

* What are the best aspects of the system?

* What are the worst aspects of the system?

* What parts of the system give the most difficulty when carrying out the task?

* Are there parts of the system that are confusing or difficult to understand?

* What are the most common mistakes made in using the system?

* What performance problems exist with the system?

* What changes do operators suggest might be made to the system to make it more

effective and usable?

3. What is the aim of measuring workload?

These questions will help to define the problem and the goals to be set for the workload
assessment exercise. By focusing on these issues, the task of choosing a set of workload
assessment techniques and specifying the research environment and design should be more
straightforward and the results of studies easier to interpret and act upon.

Factors To Consider In Choosing A Particular Technique

Many different measures of workload have been developed, but their effective use in particular
situations will depend on various factors, including their sensitivity to changes in demand, their
ability to distinguish different kinds of demand, and their suitability or relevance to that
situation. Extensive reviews of these techniques have been produced before, many of which
discuss criteria for application (Gopher & Donchin, 1986: O'Donnell & Eggemeier, 1986;
Hancock & Meshkati, 1988). The main factors to consider are as follows.

Validity. Moray (1988) has argued in a recent review of the development of mental workload
research that, because no clear, precise definition of workload exists, it is difficult to establish
the validity of different techniques. He suggests that the reliability of measures has to be
sufficient for practical purposes until such a definition is agreed upon.
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Reliability. Measures should be accurate and provide similar values from different operators
doing the same task. There should be a good correlation between the values produced by
different techniques if they are used to assess the same dimensions of workload. They should
also have test-retest reliability, although as yet few reliability studies have been carried out.

Sensitivity. The concern here is with the effectiveness of the technique to discriminate between
different levels of primary task load. In other words, does the technique actually measure
changes in task demands and identify conditions of extreme workload?

Diagnosticity. Diagnosticity refers to the extent to which the technique is able to distinguish
between different types of task demands and to identify the particular components within
complex tasks that result in difficulty. Some techniques provide a general measure of resource
allocation or effort, whereas others, such as secondary-task methodology, may be more
sensitive to variations in different domains of processing. They may, for example, distinguish
between verbal processing requirements and spatial processing requirements of tasks. Primary
task measures of performance provide a global measure and are not really suitable for this
purpose. Subjective measures, unless used to assess different task components, systems or
functions for example, are generally not terribly diagnostic. The need for diagnosticity really
depends upon the aims of the study. If the aim is to assess the introduction of a new piece of
equipment or change in working procedure, then diagnosticity may not be critically important.
If, on the other hand, there is a need to assess the demands of different control actions (e.g.
manual or spoken) in relation to different modes of information presentation (e.g. visual or
auditory), then the diagnosticity of the technique will be an important factor.

Intrusiveness. This refers to the extent to which the workload assessment technique disrupts the
performance of the primary work task. The disruption could result from the use of obtrusive
equipment or the application of a technique, or, in the case of secondary-task methodology in
particular, simply the requirement to perform a concurrent task (Ogden, Levine & Eisner,
1979). If safety is a major concern (in air traffic control, for example), then clearly workload
assessment techniques that may degrade performance should not be used. Simulation exercises
may provide useful data should techniques which may be intrusive also provide other useful
attributes.

Generality, Acceptability and Applicability. On a pragmatic level, it may be useful to choose 2
technique that can be used in different situations, perhaps so that comparisons can be made
between different conditions. Ease of use and special requirements that may restrict the
application of a technique, such as the need for special, expensive equipment, can be important
considerations, as can the extent to which operators are accepting of the particular technique.

Workload Assessment Techniques

The main concern here is with what is termed 'mental workload' rather than physical workload,
for which there are reliable and established assessment techniques available (e.g., Rohmert,
1987). The concept of mental workload has proved to be more difficult to define and measure,
which causes some concern when the focus is on the tasks of air traffic controllers and pilots as
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these tasks primarily involve cognitive processes rather than place great physical demands on
personnel. It is not easy to estimate the demands of these tasks and therefore to predict the
consequences of different levels of demand. We not only need valid, reliable and sensitive
measures of workload, but also good methods based in sound theory to analyse the cognitive
activity that is required to perform these types of complex tasks.

A further important factor to consider is that different types of measurement technique may
relate to different dimensions of workload and therefore may provide a different perspective of
the particular demands of the task. Indeed, some subjective rating techniques are designed to
assess a number of different dimensions, such as time pressure, frustration or anxiety, and
mental effort. Certain physiological measures may be most sensitive to one particular
dimension, for example, heart rate variability may be more likely to be associated with changes
in effort, whereas mean heart rate may reflect changes in anxiety or physical effort.

Furthermore, there needs to be consistency in the way that terminology is applied, and
finally, the operational procedures should be standardised as much as possible.

Self Report Measures

Subjective measures are relatively easy to employ, and asking workers to rate the levels of
demand they experience and their state of well-being and health at least has face validity. It is
intuitively attractive simply to ask controllers or other workers about the levels of demands they
are experiencing and the impact of work demands at different levels. A number of subjective
workload assessment techniques have been developed. Among the validated scales that are
widely used in aviation settings are the NASA Task Load Index (TLX) (Hart & Staveland,
1988), and the Subjective Workload Assessment Technique (SWAT) (Reid & Nygren, 1988).
They both assess perceived workload on a number of dimensions, usually after the task has
been performed. Nygren (1991) has suggested that they are both useful measures of workload
and that SWAT is sensitive at both individual and group levels. Hill, Iavecchia, Byers, Bittner,
Zaklad & Christ (1992) compared SWAT, TLX, the Modified Cooper-Harper scale (Wierwille
& Casali, 1983), and the Overall Workload scale (Vidulich & Tsang, 1987) for sensitivity,
operator acceptance, response requirements, and any special procedures they require. All were
found acceptable and sensitive to different levels of workload. Nygren (1991) points out,
however, that the psychometric properties of these scales need to be fully understood, in
addition to their implications for task performance, before they are applied extensively.

A recent development in this area has been the attempt to design subjective techniques which
provide ratings of workload during primary task performance rather than after carrying out
tasks. One such example is the Instantaneous Self Assessment technique (ISA), which was
initially designed for use with air traffic control tasks (Hulbert, 1989; Jordan, 1992). Few
evaluation studies have been carried out, but it appears to be a relatively sensitive measure of
workload (Tattersall & Foord, 1993). A similar technique was used by Rehmann, Stein and
Rosenberg (1983), who suggested that gaining concurrent workload evaluations was more
accurate than post-task ratings. In complex tasks which involve multiple elements or phases,
the ratings may be more clearly related to changing task demands than retrospective ratings.
Tattersall and Foord (1993) found, however, that ISA responses, although correlated with
other subjective workload measures, interfered to a certain extent with the primary tracking
task, whether responses were made by speech or manually.

Ore problem with subjective measures has been their diagnosticity and to a certain extent
their reliability, whereas their validity and sensitivity have been fairly well established. A
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further worry is that they are not always found to correlate with measures of performance.
Tasks that are performed better are sometimes found to have higher ratings of workload (e.g.
Yeh & Wickens, 1988).

Self report scales of a different type have been developed to assess mood (e.g., Mackay,
Cox, Burrows & Lazzerini, 1978; Warr, 1989), and longer-term health. Importantly,
significant relationships have been found between subjective responses and specific
physiological responses, such as that between cortisol and subjective distress (Frankenhaeuser
and Johansson, 1986), and effort and heart rate variability (Aasman, Mulder & Mulder, 1987,
Vicente, Thornton & Moray, 1987). If one is interested in the relationships between workload,
performance and individual state, then repeated measurement of mood and other variables will
be likely to be necessary.

Physiological Measures

These techniques include measures of cardiac function, brain function and other physiological
processes. In terms of ECG measures, a number of studies now suggest that the power in the
mid-frequency band of the heart rate variability (HRV) spectrum (0.07-0.14 Hz) is related to
the level of mental effort invested in a task by an individual (Tattersall & Hockey, 1990;
Aasman, Mulder & Mulder, 1987; Mulder, 1980; Vicente, Thornton & Moray, 1987). Such
variability has been found to decrease as a function of task difficulty in a number of laboratory
tasks such as tracking, memory search and classification tasks (Mulder, 1980). It is argued that
bursts of suppressed vagal control correspond to periods of momentary effort or controlled
processing. Mean heart rate may offer a more sensitive measure of response load, and is
certainly influenced by physical activity and perhaps anxiety, which may limit its usefulness in
relation to workload. The assessment of pupil dilation (Beatty, 1982) and EEG measures,
including evoked potentials have also been used effectively, particularly in laboratory
situations, but the advantage of measures of cardiac function are that they can be continuously
and independently applied without intrusion to the primary task.

Other techniques, such as analyses of urine and blood provide measures of changes in
physiological state through assessment of cortisol, adrenaline and noradrenaline excretion.
Urine analysis allows measures of longer-term changes in state through assessment of cortisol
and catecholamine concentration. Sustained stress states tend to show increased levels of these
hormones. Blood or saliva samples may provide shorter-term measures of fluctuations in state.

There are potential problems with the diagnosticity of physiological measures (Wierwille &
Casali, 1983), and a further problem to be aware of is that physiological processes are sensitive
to the effects of physical activity and to emotional factors that may have an effect on
physiological functions.

Performance

Two major approaches to performance assessment are primary task techniques and secondary
task techniques. Primary-task measures are normally only useful for giving an indication of the
impact of gross demands. These measures may be easy to obtain in some situations, but in
others, such as air traffic control, it is difficult to generate a simple measure of a controller's
level of performance that would meet the criteria outlined earlier. If one examined the safety
record in air traffic control for example, one might conclude that workload is only a minor
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problem. However, such a measure may not be immediately sensitive to the effects of changes
in task load or working procedures, and will only give a crude indication of the cumulative
effect of sustained and high task demands over a long period. Task strategies may differ
between skilled and inexperienced operators, and the health and state of the operator may
determine the perceived difficulty of a task. The effects of these factors may only be detected by
primary task measures once performance suffers or errors are made. From a safety persepective
this may be already too late a stage to investigate the adequacy of human factors aspects of the
system.

Secondary task measures may be more sensitive to changes in demand or working
procedures but unless the allocation of information processing resources to the two tasks is
controlled it can be difficult to interpret the observed secondary task performance decrements.
Norman and Bobrow (1975) introduced the important concepts of resource-limited processes,
which are limited by the effort invested in a task and the priority placed upon task performance,
and data-limited processes which are constrained by the quality of information rather than by
increases in effort. In work situations, operators may compensate for any increase in task
demands by increasing the amount of effort invested in the task. Therefore observed
performance levels may remain constant but the operator experiences increased workload.
Conversely, a reduction in the level of performance may result either because operators cannot
maintain the level of effort expenditure required, or because they lower their criteria for
adequate performance. Therefore task performance in resource-limited tasks may be limited by
the effort put into the task (related to the priority an individual places upon performance), as
well as the difficulty of the task. Secondary tasks have to be chosen carefully in order not to
introduce structural interference with the primary task, however secondary-task performance
measures can provide a more systematic technique for analysing interference in multiple-task
situations than many of the other workload measures.

Observations of error and slips of action may provide useful data concerning the demands of
different tasks, but a sound theoretical model of errors must be used to categorise different
actions and activities. The recent work by Empson (1991) and Stager (1991) highlights
promising approaches to the study of errors in air traffic control.

Workload In Applied Settings

An important point to be made is that there is variation in the way that people do tasks and
therefore in the effects and consequences of what is termed workload. Prolonged active
management of the resources required to meet task demands may lead ultimately to a
deterioration in performance, but there may also be implications for short-term well-being and
longer-term health. The experience of workload is thus unlikely to depend simply on task load,
but rather on the interaction of task demands, how these demands are dealt with by an operator,
and the level of performance achieved. Task demands are important but are mediated by effort
and the priority placed on the particular tasks.

The level of control that operators are able to exert in complex systems is an important factor
in the relationship between task demands, performance and well-being. Studies typically show
an advantage for active control over passive control (Rasmussen & Rouse, 1981; Sheridan &
Johannsen, 1976). In other words, open-loop strategies, involving a greater degree of planning
and broader understanding of the system as a whole, are seen to be more skilled and efficient
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than the closed-loop mode. However, Umbers (1979) found that even experienced operators
resort to the closed-loop mode when under high levels of workload or when unfamiliar
situations or problems occur. This could be a cause for concern as remedial action may be
applied once critical events have occurred rather than the more desirable situation in which
impending catastrophic events are predicted at a time when something can be done to prevent
them occurring.

Air traffic controllers have been found to vary their strategies according to task demand.
Sperandio (1978) suggested that controllers take fewer variables into account as the traffic load
increases. Similarly, in a study of process control, Bainbridge (1974) found that subjects under
pressure used quicker, less accurate methods of finding data values. Although discretion to use
open-loop control may normally be preferred by operators and lead to enhanced performance
and safety, this discretion could be seen as a demand in itself imposed by the structure of the
task or job.

Steptoe (1983) discussed a number of studies that show how the effort required to exert
control over situations may result in more pronounced physiological responses. Increased
physiological activation, indicated by higher levels of blood pressure and heart rate, was
observed when subjects were engaged in effortful problem-solving or activity in a controllable
situation. Thus, performance may be maintained at a desirable level (determined by personal
and perceived organisational goals) but the effort required to deal with the demands is observed
as costs in other psychophysiological systems (e.g., Frankenhaeuser, 1986; Mulder, 1986).
Frankenhaeuser has demonstrated various changes in catecholamine and cortisol excretion with
increased work demands. The patterning of these changes reflects active management of work
and opportunity for control over work. Lundberg and Frankenhauser (1978) found that lack of
control was associated with elevated physiological arousal during noise stress, but ratings of
effort and the particular pattern of endocrine activity were found to be different depending on
levels of performance. Increased ratings of effort, and higher levels of both adrenaline and
noradrenaline were found for subjects who performed well in noise, but no changes were
observed in the group whose performance was impaired. Generally it has been found that
increased catecholamine excretion and lower levels of cortisol excretion and lower levels of
anxiety are associated with active processing strategies linked with increased control and effort
investment. Distress and both increased catecholamines and cortisol levels are associated with
passive conditions or strategies (Frankenhauser, 1979; 1986). Using different physiological
measures, Tattersall and Hockey (1990) identified different activities in a simulated flight
engineer task which resulted in different cardiovascular costs and subjective ratings of effort
and concern. Heart rate appeared to be associated with concern, particularly during activities
such as landing and take off, but suppressed heart rate variability and increased subjective
ratings of effort were associated with the requirement for problem-solving activity in different
activities.

Thus, in order to understand the relationship between demanding situations and changes in
performance, well-being and health, it is necessary to investigate changes in different domains.
This involves the short-term and long-term assessment of individual state, both physiological
and affective state (in terms of mood and well-being), as well as cognitive activity (as
implicated in performance). An example of such a study was carried out to investigate the
impact of naturally varying workload in air traffic control on a range of measures including
performance, and physiological and affective state (Farmer, Belyavin, Tattersall, Berry &
Hockey, 1991; Tattersall & Farmer, 1993).

Data were collected from 66 air traffic controllers during two whole working shifts at
different times of the year. One shift was during the busy summer period from June to August
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and the other during the relatively quieter periods, in terms of traffic load, in spring or autumn.
Subjective ratings of mood (anxiety/tension, depression, and fatigue) were derived from a 20-
item mood adjective checklist (Warr, 1989), which was completed at the beginning and the end
of the shift and during each break period (usually every two hours during the shift). Subjective
ratings of workload were collected at the same times throughout each day using the NASA Task
Load Index (TLX) (Hart & Staveland, 1988). Saliva and urine samples were collected from
which measures of cortisol and catecholamines were derived. ECG measures of heart rate and
heart rate variability were collected continuously throughout the shift. The controllers also
completed a set of cognitive tasks at the beginning and the end of each day. These tasks
assessed visual vigilance and verbal reasoning and were used because of the difficulty in
measuring overall performance in complex work systems such as air traffic control. Errors in
performance may be infrequent and minor slips difficult to detect (Empson, 1991). Therefore
tasks were chosen which were thought to simulate different aspects of air traffic control work,
and to be sensitive to fatigue and levels of workload over the working day, for example in
vigilance performance after prolonged periods of monitoring.

The analyses of these different measures show a number of interesting differences between
and within high and low workload shifts indicating the negative consequences of dealing with
sustained demands. Subjective ratings of workload were higher during the summer months. A
simple measure of traffic count, however, did not appear to be an adequate predictor of
subjective workload. Communications load was more clearly associated with the TLX
dimensions of mental demand and effort, and traffic load with frustration.

The dimensions of mood were affected in different ways by increased workload. Anxiety
showed a significantly greater increase during high workload days but pre-shift levels were not
affected by workload. In contrast, levels of depression and fatigue were both higher at the start
of the day under high workload conditions and were also elevated during the high workload
shift. The sustained demands of the busy summer months appear to result in chronic after-
effects of fatigue and depression, whereas anxiety was affected more transiently. However,
repeated measurements are required at different times of day from off-duty days in addition to
workdays in order to confirm this suggestion.

Salivary cortisol concentration was greater during high workload than low workload shifts,
and greater before the shifts than later. It declined during the shift but not as clearly in the latter
half of the shift under high workload. There were no reliable effects of workload in the
analyses of urinary cortisol or urinary adrenaline but there was a significant interaction between
workload and the two halves of the shift for urinary noradrenaline. Noradrenaline excretion
decreased over the low workload shift but increased in the second half of the high workload
shift. These findings perhaps reflect active coping with the quantity of demands during high
workload shifts. The pattern of hormone excretion during high workload is consistent with the
findings of Frankenhauser (1986) for example, in that cortisol and noradrenaline excretions are
greater under conditions associated with lowered control and increased distress. This pattern
may have long-term consequences for the health and well-being of controllers if sustained over
long periods.

Heart rate did not differ reliably between high and low workload shifts but differences
between the working periods, rest breaks and pre- and post-shift testing periods were found
which may reflect differences in physical activity during the different periods. Increased heart
rates were also found in the busier units (Heathrow Airport Control Centre and London Air
Traffic Control Centre), but it is difficult to associate levels of workload or task variables with
these differences as the factor of work location failed to interact with any of the other variables.
Heart rate variability did not show a difference between high and low workload conditions,
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although there was a significant effect of activity, indicating increased mental effort investment
during the performance testing periods, compared to the working periods and rest breaks. At
the level of analysis carried out to date the heart rate results are not very clear, but they confirm
earlier results that heart rate variability is sensitive to effort expenditure in laboratory tasks (e.g.
Mulder, 1980). However, this measure may show different patterns of effort expenditure for
different individuals and the gross level of analysis of group data could be obscuring the more
complex effects of workload.

Visual vigilance performance was affected by workload but verbal reasoning performance
appeared to be insensitive to the effects of work between testing times, or between high and
low workload shifts. For visual vigilance performance the signal detection measure of d'
(sensitivity) was lower before the shift than after the shift, and there was a significant
interaction between workload and time of testing, revealing improved sensitivity over low
workload days but not during high workload days. No significant effects of workload or time
of testing were found for the criterion measure (beta). Verbal reasoning performance was
superior at the end of the shift compared to pre-shift performance. Speed of response did not
differ significantly between high and low workload shifts, but was faster after the shift than
before. A comparable analysis of errors showed no differences between high and low workload
but errors were less frequent at end of the shift. These results support the notion that controllers
become more actively engaged in their task during the shift, which is consistent with findings
that the speed of unpaced work seems to increase later in the day (Broadbent, 1971). The
performance of air traffic controllers tends to show an improvement over the day with the
important exception of visual vigilance sensitivity, the ability to detect signals in noise. This
measure showed an improvement on low workload days but not on high workload days, and
suggests that heavy work demands in air traffic control may have a detrimental effect on
monitoring performance.

Further analyses will investigate the role of individual differences in workload management
by examining differences in the trade-offs between performance, affective state and
physiological state as a function of style of coping and locus of control. It is hypothesised that
more active copers will be more likely to maintain performance under high workload conditions
but will show greater physiological and psychological effects of this activity. It would be
desirable for further research to focus on the effects of sustained demands over longer periods
of time than was possible in this study, as there are indications that there may be chronic effects
of sustained exposure to high workload. Other research suggests that the morning shifts
investigated in this study were not associated with the highest ratings of workload and fatigue
(Farmer et al., 1990), and therefore the reported effects may actually be an underestimate of the
potential impact of workload on well-being and performance.

It is argued that multi-level measurement techniques can provide a broad assessment of the
impact of different work demands. Further studies, both controlled laboratory-based studies
and field-based studies, are necessary to refine the techniques, but a model of stress and
workload management based upon findings from such studies should allow the more accurate
prediction of states or situations in which a breakdown in skills might occur. Such a breakdown
is referred to by air traffic controllers as 'losing the picture’, when they experience difficulties
in attending to, and remembering accurately, relevant information about aircraft under their
control. It is precisely this kind of situation that should be avoided in work in which safety is
critically dependent upon performance.
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Conclusions

The practical problems that might be encountered in carrying out workload evaluations in work
settings have been outlined. Different approaches have been distinguished that may determine
the type of research design used and provide assistance in the difficult choice between workload
assessment techniques. One approach to workload assessment is to examine the short-term
consequences of combining various tasks. Theoretical models of attention allocation (e.g.
Wickens, 1984) will underpin specific studies of interference and the consequences of task
demand and task conflict for performance. A further approach with a different temporal
orientation may lead us to a better understanding of the relationships between work demands
and strain through the analysis of individual differences in cognitive control processes. The
application of these processes may depend on individual differences in long term styles and
short term strategies, but may be used to prevent decrements in work performance under
difficult conditions. However, control may attract costs as well as benefits in terms of changes
in affective state and physiological activity. Thus, strain associated with work demands may
only be measurable in the form of tradeoffs between performance and other domains of
individual activity. The methodological implications are to identify patterns of adjustment to
workload variations using repeated measures and longitudinal sampling of performance as well
as subjective and physiological measures.

Possible enhancements to workplace design must take into account these human factors
considerations of workload in order to avoid potential decrements in individual performance
and associated organisational problems.

References

Aasman, J., Mulder, G., & Mulder, L. J. M. (1987). Operator effort and the measurement of
heart-rate variability. Human Factors, 29, 161-170.

Bainbridge, L. (1974). Analysis of verbal protocols from a process control task. In E. Edwards
& F. P. Lees (Eds.), The Human Operator in Process Control. London: Taylor and Francis.

Beatty, J. (1982). Task-evoked pupillary responses, processing load, and the structure of
processing resources. Psychological Bulletin, 91, 276-292.

Broadbent, D. E. (1971). Decision and Stress. London: Academic Press.

Damos, D. L. (1991). Multiple-Task Performance. London: Taylor and Francis.

Empson, J. (1991). Cognitive failure in military air traffic control. In J. A. Wise, V. D.
Hopkin & M. L. Smith (Eds.), Automation and Systems Issues in Air Traffic Control.
Berlin: Springer-Verlag.

Farmer, E. W, Belyavin, A. J., Berry, A, Tattersall, A. ]., & Hockey, G. R. J. (1990).
Stress in Air Traffic Control I: Survey of NATS Controliers. RAF Institute of Aviation
Medicine Report No. 689.

Farmer, E. W., Belyavin, A. J., Tattersall, A. J,, Berry, A., & Hockey, G. R. J. (1991).
Stress in Air Traffic Control II: Effects of Increased Workload. RAF Institute of Aviation
Medicine Report No. 701.

Frankenhaeuser, M. (1979). Psychoneuroendocrine approaches to the study of emotion as
related to stress and coping. In H. E. Howe, & R. A. Dienstbier (Eds.), Nebraska
Symposium on Motivation. University of Nebraska Press.

Frankenhaeuser, M. (1986). A psychobiological framework for research on human stress and
coping. In M. H. Appley & R. Trumbull (Eds.), Dynamics of Stress. New York: Plenum.



204 Tattersall

Frankenhaeuser, M., & Johansson, G. (1986). Stress at work: psychobiological and
psychosocial aspects. International Review of Applied Psychology, 35, 287-299.

Gopher, D., & Donchin, E. (1986). Workload — An examination of the concept. In K. R.
Boff, L. Kaufman & J. P. Thomas (Eds.), Handbook of Perception and Human
Performance Volume II: Cognitive Processes and Performance. New York: John Wiley &
Sons.

Hancock, P. A., & Meshkati, N. (1988). Human Mental Workload. Amsterdam: Elsevier.

Hart, S. G., & Staveland, L. E. (1988). Development of a NASA TLX (Task Load Index):
Results of empirical and theoretical research. In P. Hancock & N. Meshkati (Eds.), Human
Mental Workload. Amsterdam: Elsevier.

Hill, S. G., Yavecchia, H. P., Byers, J. C., Bittner, A. C., Zaklad, A. L., & Christ, R. E.
(1992). Comparison of four subjective workload rating scales. Human Factors, 34, 429-
439.

Hulbert, T. (1989). A comparison of the 'NASA-TLX' and 'ISA’ subjective workload rating
techniques. Civil Aviation Authority Air Traffic Control Evaluation Unit, Bournemouth,
UK. Internal Report.

Jordan, C. S. (1992). Experimental study of the effect of an instantaneous self assessment
workload recorder on task performance. Defence Research Agency Technical Memorandum
DRA TM (CADS) 92011. Portsdown, Hants: DRA.

Kramer, A. F. (1991). Physiological metrics of mental workload: A review of recent progress.
In D. L. Damos (Ed.), Multiple-Task Performance. London: Taylor & Francis.

Lundberg, U., & Frankenhauser, M. (1978). Psychophysiological reactions to noise as
modified by personal control over noise intensity. Biological Psychology, 6, 55-59.

Mackay, C., Cox, T., Burrows, G., & Lazzerini, T. (1978). An inventory for the
measurement of self-reported stress and arousal. British Journal of Clinical Psychology, 17,
283-284.

Moray, N. (Ed.)(1982). Mental Workload: Its Theory and Measurement. New York: Plenum.

Moray, N. (1988). Mental workload since 1979. International Reviews of Ergonomics, 2, 123-
150.

Mulder, G. (1980). The Heart of Mental Effort. University of Groningen, The Netherlands.

Mulder, G. (1986). The concept and measurement of mental effort. In G. R. J. Hockey, A. W,
K. Gaillard, & M. H. G. Coles (Eds.), Energetics and Human Information Processing.
Dordrecht: Nijhoff.

Nomman, D. A., & Bobrow, D. G. (1975). On data-limited and resource-limited processes.
Cognitive Psychology, 7, 44-64.

Nygren, T. E. (1991). Psychometric properties of subjective workload measurement
techniques: Implications for their use in the assessment of perceived mental workload.
Human Factors, 33, 17-33.

ODonnell, R. D., & Eggemeier, F. T. (1986). Workload assessment methodology. In K. R.
Boff, L. Kaufman & J. P. Thomas (Eds.), Handbook of Perception and Human
Performance Volume II: Cognitive Processes and Performance. New York: John Wiley &
Sons.

Ogden, G., Levine, 1., & Eisner, E. (1979). Measurement of workload by secondary tasks.
Human Factors, 21, 529-548.

Rasmussen, J., & Rouse, W. B. (Eds.). (1981). Human Detection and Diagnosis of System
Failures. New York: Plenum.

Ravden, S., & Johnson, G. (1989). Evaluating Usability of Human-Computer Interfaces: A
Practical Method. Chichester: Ellis Horwood.

Reid, G. B., & Nygren, T. E. (1988). The subjective workload assessment technique: A
scaling procedure for measuring mental workload. In P. A. Hancock & N. Meshkati (Eds.),
Human Mental Workload. Amsterdam: North-Holland.

Rehmann, J. T., Stein, E. S., & Rosenberg, B. L. (1983). Subjective pilot workload
assessment. Human Factors, 25, 297-307.



Practcal Guidelines for Workload Assessment 205

Rohmert, W. (1987). Physiological and psychological work load measurerent and analysis. In
G. Salvendy (Ed.), Handbook of Human Factors. New York: John Wiley & Sons.

Sheridan, T. B., & Johannsen, G. (Eds.). (1976). Monitoring and Supervisory Control. New
York: Plenum.

Sperandio, J. (1978). The regulation of working methods as a function of workload among air
traffic controllers. Ergonomics, 21, 195-202.

Stager, P. (1991). Error models of operating irregularities: Implications for automation. In J.
A. Wise, V. D. Hopkin & M. L. Smith (Eds.), Automation and Systems Issues in Air
Traffic Control. Berlin: Springer-Verlag.

Steptoe, A. (1983). Stress, helplessness and control: The implications of laboratory studies.
Journal of Psychosomatic Research, 27, 361-367.

Tattersall, A. J., & Farmer, E. W. (1993). The regulation of work demands and strain. In G.
P. Keita, & S. L. Sauter (Eds.), Job Stress 2000: Emerging Issues. Washington, D.C.:
American Psychological Association.

Tattersall, A. J., & Foord, P. S. (1993). An experimental evaluation of instantaneous self
assessment as a measure of workload. Submitted to Ergonomics.

Tattersall, A. J., & Hockey, G. R. J. (1990). The assessment of workload in a complex
monitoring and fault diagnosis task. In D. Brogan (Ed.), Visual Search. London: Taylor &
Francis.

Umbers, I. G. (1979). Models of the process operator. International Journal of Man-Machine
Studies, 11, 263-284.

Vicente, K. J., Thornton, D. C., & Moray, N. (1987). Spectral analysis of sinus arrhythmia: A
measure of mental effort. Huwman Factors, 29, 171-182.

Vidulich, M. A,, & Tsang, P. S. (1987). Absolute magnitude estimation and relative judgement
approaches to subjective workload assessment. In Proceedings of the Thirty First Annual
Meeting of the Human Factors Society. Santa Monica, CA: Human Factors Society.

Warr, P. B. (1989). The measurement of well-being and other aspects of mental health. Journal
of Occupational Psychology, 63, 193-210.

Wickens, C. D. (1984). Processing resources in attention. In R. Parasuraman & D. R. Davies
(Eds.), Varieties of Attention. New York: Academic Press.

Wickens, C. D. (1991). Processing resources and attention. In D. L. Damos (Ed.), Multiple-
Task Performance. London: Taylor & Francis.

Wierwille, W. W., & Casali, J. G. (1983). A validated rating scale for global mental workload
measurement applications. In Proceedings of the 27th Annual Meeting of the Human Factors
Society. Santa Monica, CA: Human Factors Society.

Yeh, Y. Y., & Wickens, C. D. (1988). Dissociation of performance and subjective measures of
workload. Human Factors, 30, 111-120.



206



Certifying Life

P.A. Hancock

University of Minnesota

Preamble

Systems have three possible states: stable, transient, and failed. When a system is stable no
certification is necessary. If a system is in transition no certification is possible. If a system has
failed no certification is relevant. [ argue, therefore, that certification is a palliative and an
anodyne to societal concems over the potential destruction that advanced systems can wreak. I
further submit that the manifest ‘need’ for certification is part of an occidental view that nature
must be tamed, constrained, and contolled. It is unlikely that our cultural myopia will be
excised by the present polemic. But, within the fullness of time, mutual co-evolution and
validation by nature itself will fulfill the argument for me.

Introduction

When my father died, I was some 40,000 ft. above Iceland. I will never be able to reconcile
myself to the fact that I could not see him one more time before he died. So when I saw him in
Cheltenham hospital’s ‘Chapel of Repose’ much of what I felt was anger and frustration,
diffusely directed.

I realize now, some years later, that part of that frustration had to do with life itself. As I
stood in front of his body I could not help but feel that he was only asleep. After all, he had not
changed substantively since I had last seen him. But physical appearance belied what we all
know and all must eventually face ourselves; what made my father my father had gone.

As I started to write this diatribe on certification, I realized that some doctor had been asked
to certify that my father was dead. Indeed, it became obvious that many agencies required this
certified evidence to remove him from the ‘lists of the living.” As you might imagine, and I
hope you do not experience, the bureaucracy of dying is as obscene as the event is disturbing.
(I exonerate the process only on the grounds that the individuals involved proved both sensitive
and caring in a job where repetition must eventually dull the sensibilities.) In the Cheltenham
office of the Department of Health and Social Services, I pondered on the comparison between
my father’s death and the demise of any system in society, biological or technical.
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Certifying Failure

My immediate response was, why bother? Nothing in the process of certification was going to
bring him back and therefore, for me as an individual, the process was redundant. However,
while my father was important to me as an individual, he was, as an entity, important to society
in another manner. It was in this latter sense that he was being liquidated. As a result, one
critical question on a societal and individual level, for both humans and machine systems, was
why they failed. Whether it’s a post-mortem or an accident investigation the process is the
same; a post hoc analysis of what went wrong.

The fundamental assumption is that knowledge of what went wrong last time will help us to
avoid the ‘same’ sequence of events leading to failure next time. With respect to my father such
reasoning is vacuous. There can be no ‘next’ time. With respect to a theory of technical
systems operation such reasoning is also becoming progressively more naive. That is, events
of failure are becoming more idiosyncratic and less deterministic. Despite our continual
attempts to extract or even impose pattern on failures, we are faced with the certainty that as
nature explores the combinatorial explosion of interactive states that complex systems can
achieve, no two failures will be exactly the same and are liable to become progressively
divorced in type. Hence our search for pattern will devolve to ever higher meta-levels of
description until we provide the single parameter, unified field theory of failure, namely; “It
Broke!” The alternative to this is articulated in a recent chapter (Hancock & Chignell, 1993) and
is directly dependent upon the resolution of an empirical proposition concerning the demise of
natural ecological systems. This implies there is a power law relationship between the
frequency of failure occurrence and the magnitude of that occurence. Shouid the power law,
founded in the application of non-linear dynamics, apply to technical systems, it would provide
strong evidence that technical systems are as “natural” as ecosystems and are subject to the
same constraints. In particular, it would imply that catastrophic failures of systems are the
magnification of events that propagate through systems and predominantly result in minor,
frequently unnoticed, perturbations. Where and how intentionality might supress or deflect
such propagations remains a moot issue until a veridical power-law relationship has been
demonstrated. Had my father been murdered, as a technical system might be sabotaged, we use
such knowledge to apportion blame. However, that is an outflow of certification of failure, a
prime reason for it.

We have to believe in regularity, since we humans at a fundamental level invent it.
Therefore, we have to, in the occidental world at least, subscribe to the notion that the future is,
at least partly, predictable from the past and therefore controllable. To subscribe to a radically
differing version of this belief is to risk being labeled, almost literally, ‘insane.’ Indeed, as
Schrodinger (1944) observed about the self-consistency of these rules:

It is well-nigh ynthinkable that the laws and regularities thus discovered should happen to
apply immediately to the behavior of systems which do not exhibit the structure on which
those laws and regularities are based.

However, at the heart of the schizophrenia of this position is our manifest dissonance
between a view of time as a linear dimension in which unique progression obviates exact
repeatability versus time as cyclic phenomenon in which repetition and recurrence dominate
(Toulmin & Goodfield, 1965). Our present zeitgeist is to believe that the future must be like the
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past in some way, but cannot be the past exactly. And the ‘laws’ that have structured the past
should have a consistent influence in the future. This latter assumption is a beliefl, not an
empirically supportable statement, as is the predicate of regularity and consistency in a more
subtle way.

I also felt reasonably confident in asserting that the post-mortem cause of my father’s death
was about as accurate as the most cursory of accident investigations. In reality doctors deal
with death in much the same way they deal with illness. They do not have the time for
exhaustive diagnosis of particular problems, hence they frequently treat symptoms or provide
palliative agents of widespread capability that will cover the source of the problem without ever
necessarily identifying exactly what the problem is. Cause of death is even less liable to receive
in detailed examination since the problem rarely proliferates. If death is likely or if there is some
specific reason (e.g., homicide), they do what failure analysts do anyway: they pass the
problem on to a specialist (e.g., a forensic pathologist). What is frequently not acknowledged
is that because we do not fully understand the phenomenon of life, we cannot always specify
why life is extinguished. With respect to complex systems, as they grow less determinate in
their actions (indeed as many such systems already are), their ‘cause of death’ may become
equally difficult to specify. Right now many professional medical personnel will acknowledge
that some individuals die because ‘they no longer wanted to go on living.’ Can we expect an
analog of this in our machine systems?

In summary, certifying death is fundamentally irrelevant. At a bureaucratic level, there are
many boxes to be checked and some superficial reasons why we need a paper that records
demise. But as with the munchkin doctor in ‘The Wizard of Oz,’ repeatedly asserting the
absence of life is hardly an answer to the future of life. (I do not comment on the social
function of leave-taking and grieving, but note that such processes occur when we let go of our
possessions as well as our loved ones.) Certifying failure states in complex systems is similarly
redundant. Post-mortems identify a concatenation of circumstances which connote
progressively longer chains of interactive failures, where a priori prediction of such failures has
not, and some would suggest, cannot be anticipated. The search for pattern in such failures will
inevitably turn up some commonalties, since humans can turn up commonalties in the most
diverse array of electro-magnetism. However, prevention based on post-mortem is inevitably a
losing battle.

Certifying Stability

If certifying failure should prove irrelevant, shouldn’t we certify systems for stable states of
performance? That is, shouldn’t we be able to assure ourselves that withinside the design

1 The foundation of these beliefs has been most eruditely articulated by Sheldon Glashow in the New York
Times (October 22, 1989) which stated: “We believe the world is knowable, that there are simple rules
governing the behavior of matter and the evolution of the universe. We affirm that there are eternal, objective,
extrahistorical, socially neutral, external and universal truths and that the assemblage of these truths is what we
call physical science. Natural laws can be discovered that are universal, invoriable, inviolate, genderless, and
verifiable. They may be found by men or by women or by miced collaborations of any obscene proporations.
Any intelligent alien anywhere would have come upon the same logical system as we have to explain the
structure of protons and the nature of supernovae. This statement I cannot prove, this statement I cannot justify.
This is my faith.”
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operational envelope, the system reliably does all that we say it should? In part this depends
upon what we mean by complex systems. Let us consider the nature of machines and consider
indeterminancy in machines in the same manner we consider the potential for intelligence for
machines. Some four decades ago, Scriven (1953) could be fairly unequivocal. He asserted
that:

“Machines are definite: anything which was indefinite or infinite we should not count as
a machine.”

Today we cannot be as certain. As a result, Scriven’s (1953) subsequent argument about the
incompleteness of Godel’s theorem is not without problem. However, the process of reasoning
is instructive.

Godel’s theorem must apply to cybernetical machines, because it is of the essence of
being a machine, that it should be a concrete instantiation of a formal system. It follows
that given any machine which is consistent and capable of doing simple arithmetic, there
is a formula unprovable-in-the-system — but which we can see to be true. It follows that
no machine can be a complete or adequate model of the mind, that minds are essentially
different from machines.

We understand by a cybernetical machine an apparatus which performs a set of
operations according to a definite set of rules. Normally what it is to do in each
eventuality; and we feed in the initial “information” on which the machine is to perform
its calculations. When we consider the possibility that the mind might be a cybernetical
mechanism we have such a model in view; we suppose that the brain is composed of
complicated neural circuits, and that information fed in by senses is “processed” and
acted upon or stored for future use if it is such a mechanism, then given the way in which
it is programed — the way in which it is “wired up” — and the information which has been
fed into it, the response — the “output” — is determmined, and could, granted sufficient
time, be calculated. Our idea of a machine is just this, that its behavior is completely
determined by the way it is made and the incoming “stimuli”: there is no possibility of its
acting on its own; given a certain form of consturction and a certain input of informaiton,
then it must act in a certain specific way.

In arguing the mind cannot be like a machine, Scriven is limited in a number of ways. First,
there is no rationale for suggesting that a mind can explore all possible states of a statement
space. That is, as we cannot know everything it may well be the things we don’t know that
contain anomalies intrinsic to Godel’s contention. Second, the argument about seeing what is
true, but is improvable in the system can rapidly become a teutology in which we ask how the
seeing or realization is done. Thus the theoretical difference between mind and machine may be
obviated by practical exigency. For the purpose of the present argument, we cannot then state
all possible conditions within an operational envelope with certainty. What certification
devolves to in this case is an assessment of probability. As a consequence, the heart of
certification would seem to represent a customer warranty. For small individual objects, this
interaction may be appropriate, since the vendor and the customer are divorced in some spatio-
temporal fashion. However, the complex systems about which the present discourse revolves
are not the creation of one individual nor are they bought by one individual. In essence, society
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is at one and the same time, both vendor and client. Even within this global perspective, it is
frequently the agency that operates a system that regulates and certifies a system.

We would like to think that if all individual parts of a system were certified then the overall
system would be ‘safe.” This is bottom-up, wishful thinking. It is the sine qua non of design,
that objects and systems are created for stability of action and hence should be ‘certifiable’ with
the design space. Yet, here it is the combinatorial explosion of potential interactions, as much
as nature’s own test and evaluation of those interactions which defeats the hoped for assertion.
I'should note here that combinatorial explosion of interaction alone does not connote instability
as represented by the transient states of operation. This is examined below.

More critically, what are we designing such systems for? It is the frequent observation of
the more experienced members of the design community that you never get the opportunity to
create complex systems from the ground-up. Almost always they are evolutionary in that new
elements are added to older system until the working environment is a palimpsest of overlaid
versions. If this is the case, we will never be able to completely specify the parameters of a
system that is itself ‘underspecified.” More to the point, as we build systems that are beginning
to cost in the billions of dollars (e.g., national airspace system, Intelligent Vehicle Highway
Systems [IVHS]), we will want them to deal not only with existing conditions but also with
future anticipated demands.

Hence, future complex systems must be generative and creative in exploring potential
operational ‘spaces’ in order to be cost effective (Hancock, 1993). In consequence, such
systems perforce will be underspecified, for not to do so would be to defeat their evolutionary
purpose. Systems that are intentionally underspecified cannot be certified for all phases of
operation. Thus we arrive at an impasse. That is, the very systems that we seek to certify
should, by design, defy certification.

However one seeks to justify certification for stable states of system operation, one will
devolve to this paradox. The paradox is that certification is a guarantee of future operation and
implies a predictive determinism about that future state. If such deterministic foreknowledge
could be achieved, the operation involved would be completely automatic and by definition not
a complex system of the sort relevant here. However, as the future is conceived of as either
partly deterministic or totally indeterminant, we want systems to adapt to unforeseen conditions
and to explore ‘strange new worlds’ in order to justify their cost. Under neither circumstance is
certification necessary or indeed feasible.

In his argument concerning the potentiality of machine intelligence, Turing (1950) examined
the same issued from an inverted position and countered the argument that machines could not
be intelligent because of the informality (or indeterminacy) of behavior. He indicated that:

It is not possible to produce a set of rules purporting to describe what a man should do in
every set of circumstances. One might for instance have a rule that one is to stop when one
sees a red traffic light, and to go if one sees a green one, but what if by some Sfault both
appear together? One may perhaps decide that it is safest to stop. But some further difficulry
may well arise from this decision later. To attempt to provide rules of conduct to cover every
eventuality, even those arising from traffic lights, appears to be impossible.

Given both the paradox of certification and the improbability of comprehensive future
prediction, certification around stability appears a vacuous endeavor indeed.
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Certifying Transition

If we do not need to or cannot certify failure and are excused from certifying stability, surely
we have to explore certification in the intervening realm where systems fluctuate between
stability and failure — the regions of transition. This appears most relevant, since it is during the
process of incipient failure and recovery from potential failure that represents the most critical
active phase of operation. The problem again is one of predictability.

Certification is an assurance of determined causality. That is, we undertake to state thatif a
sequence of conditions prevail and a sequence of processes are in operation, a series of
outcomes are guaranteed. However, when we step into transitional states, we enter regions that
by definition provide increasing uncertainty.

I noted above that the societal investment in large-scale complex technical systems implies
that they should be generative and explorative. I shall extend this description to imply that such
systems should also be ‘skillful.’ T use skillful in a specific context here. The context is one that
has been used in examining adaptive systems (Holland, 1991). It has been posited that adaptive
systems are so structured in response to their initially experienced environmental contingencies.
That being that adaptive systems, of which life is the pre-eminent example, grew at ‘the edge of
chaos.’ The latter condition is one where the phase plane of operation devolves from a stable
condition toward a chaotic one. (A random regime does not allow sufficient consistency to
allow responsive systems to develop, a system in energetic stasis cannot develop adaptive
strategies.) It is at the edge of chaos that adaptation develops. ‘Skill” in this context is the ability
to explore the edge of chaos and the advantages intrinsic to residence in that region without
fallback to immaleability or transition into chaos itself.

Systems in transition reside in the region between stability and chaos (not to be directly
equated with complete failure). Hence, certification of skillful systems in transition is to
suggest that we can ‘predict’ the response of an adaptive system whose primary function is to
cope with unanticipated conditions. The imperilment of such a procedure is now surely laid
bare. We cannot certify a system in such conditions, since to do so would be to constrain the
very stages of response of a system that we want to be open and unconstrained in order to
recover to a state of operational stability.

Certifying What?

I have presented a polemic which has used an analogy with life. Life is a successful adaptive
complex system that is predicated upon the environment but is, we believe, not totally
constrained by it in terms of its response. Within some bounds we can engage in a certification
of life, but why would we? I have suggested a parallel between the failure of a system and
death. By extension, the parallel holds for health (stable states) and disease and trauma
(transition states), although I have not articulated these latter conditions in as much detail.

I have suggested that certification of stable and transient system states is a relatively futile
exercise, since I posit that the very systems we are focusing on are ones which imply open,
explorative, and non-deterministic functions. Certification of failure is a time honored societal
endeavor to provide information on how to obviate failure in successive systems. In
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deterministic systems with high frequency of occurrence in the same fundamental state (e.g.,
DC-10’s), this can be a useful function. For one-off large scale systems of progressive
indeterminacy such certification serves a more social role in apportioning blame or
accountability. I submit that the latter function is a societal palliative for the fears that such
indeterminacy brings. I further submit that this is an occidental pre-occupation and one that
stems from the notion of controlling and taming nature. As I have previously indicated
(Hancock, 1991), the Titanic is the leitmotif of this ‘world view.' I take all other aspects of
certification to be ‘lowest common denominator’ insurance.

Hope For The Future

In reviewing the above, it might appear to be a rationale for doing nothing with respect to the
design, test, and evaluation of systems and to fatalistically accept the uncertain outcome that
nature ‘chooses’ to provide. I reject this fatalism wholeheartedly. What is objected to is an
attitude of mind that proposes that we can ‘know’ all the states of complex systems we have
already created and are creating by the moment.

Therefore:

) Tadvocate a great exercise of humility, aspecially with respect to an understanding of
the influence and effect of the technology we create.

ii) Tadvocate a societal change in attitude from the legalistic ‘blame’ we seemed destined
to fix, to a recognition of societal responsibility for the things we collectively build.

iii) Iadvocate a recognition of the explorative and adaptive nature of ourselves and by
extension the manufacturanda we create to extend ourselves.

iv) T'advocate the need for the immediate integration of those whose innovative work is
enlightening complex adaptive system operation with those who design, test, and
evaluate such technical assemblies.

v) Finally, I advocate a strong thrust of research in the area of ‘skiltful’ systems who
possess an acknowledged degree of skill in recovering to stability.

In sum, I advocate the replacement of the procedures of certification with the exploration of
training ‘skill’ in complex human-machine systems. I am not foolish enough to believe such
recommendations are liable to actually enact change. I adhere more strongly to these statements
even following the meeting and the interaction which occured. I also take as a cunard the
notion of certification as process, since there is then no fundamental difference between
certification and design, test, and evaluation. I take such an arguement to be without meaning.
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When It All Goes Wrong Who Will Be Blamed?

Victor Day

EUROCONTROL

Introduction

In the past, it was often the case that the bringer of bad news was killed by the king who
received it. While we may no longer go to such extremes, the principle nevertheless lingers on
in ATC in another form. It is highly probable that, in the future automated world of ATC, when
an incident (or accident) related to ATC occurs, the first recourse will be to blame the controller,
after all he or she is in charge and ultimately responsible for his or her ATC sector. This has a
direct parallel with the “pilot error” problem, where the pilot is ultimately responsible for his
aircraft. Doubtless, much investigation will be pursued to determine whether or not the
controller was indeed responsible. However, ask any controller for their opinion of the
probable outcome of such an investigation and they will reply “they will still blame me, no
matter what the reason.”

Why should this be so? Simply because the controller is there, and is the easiest person to
identify; others who may have contributed to the problem may no longer be identifiable or
cannot be located. Following an incident, when the outraged public is hungry for blood,
blaming the controller will be the easiest and most readily available solution for any
organisation in order to extract itself from an awkward situation: it has happened before in other
fields, and will certainly happen again.

Knowing this, the controller will take measures, consciously or not, in order to avoid such a
sitvation. Such measures are likely to ensure that the level of traffic he or she is handling does
not greatly exceed what he or she could handle without the extra automation, in which case the
millions of pounds of expenditure in providing advanced ATC systems with greater capacity
potential are to no real advantage.

The control staff have a very real concern about the pressure to handle more flights and
reduce delays, and for the relentless introduction of automation to achieve this aim. This paper
tries to highlight some points of concern which go beyond the aim of a providing a 100%
available system; it attempts to address the issues of a complete ATC system which is a
composite of many skills — design, technical and human — which span the complete lifetime of
the system from its inception to implementation, operation and maintenance, and of which the
human element, the controller, is a significant part.

Human Factors Centification of Advanced Aviation Technologies
Edited by J. A. Wise, V. D. Hopkin, and D. J. Garland
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A Survey of Today's Problems

Let us take an example of automation already widely in use today: the use of radar labels.
Supposing a system error should allocate callsigns to wrong aircraft or even lose all the labels
simultaneously, in a busy sector. Would the official view be “it was not the controllers fault”,
or would it be “the controller is responsible at all times to ensure the system has properly
identified the flights”, and “the controller is responsible at all times for maintaining proper
identification of aircraft under his control.” Considering that the controller may have 20 or more
flights on the frequency climbing, descending and crossing, the controller is, even today,
dependent upon the system to track the flights. Indeed, if the controller were not, then he or she
would not be able to handle the 20 or more flights simultaneously.

Consider such a case, and that a fatal accident occurred. After a search for the “bug” which
caused the problem, would the programmer be found? Would the controller be held
responsible? If employed by an Administration, would that Administration be ultimately
responsible? What if the system was a turnkey system supplied by a company, would they be
responsible? If the programmer has left the Administration or company, is he or she still
responsible? What if other programmers have altered the code, or a system designer has
changed the interface, or a new piece of hardware has been attached later, which was not
foreseen in the original program; who is to blame, who will be responsible? With all these
potential problems, is it not easier to fall back on the premise “the controller is responsible at all
times for maintaining proper identification of aircraft under his or her control”, and blame the
controller? After all, he or she is much more 'available' than any of the others “kill the
messenger” said the king!

These problems are with us today, and so far in this part of the world, there has not been a
fatal accident directly attributable to such system failure problems. Under pressure for higher
productivity and reduction of delays, the controllers continue to make use of the system and,
perhaps naively, trust in ultimate justice in the event of a future fatal accident. So far, no
question of legal liability has been tested; it is therefore possible to hold the controller
responsible and give a re-training and re-validation period, with some justifiable resentment on
his or her part; sometimes a more understanding viewpoint may prevail, and the incident can
been closed without further action being taken; such a philosophy can be pursued when
financial restitution is not in question.

However, should there be an accident, and institutions are obliged to pay large sums of
money in compensation, the pressure to find a culprit on whom to shift the responsibility and
evade the financial burden will become irresistible, and the most obvious and available person
will be the controller.

The Problems of the Future

One of the specific aims of increased automation in ATC is to relieve the controller of
unnecessary and unproductive work, in order to permit the better use if his or her capacity for
other more important problems. So far, automation has generally centred around the printing of
the paper strips, transmission of basic data between systems, automatic radar identification,
tracking and labeling of flights, and more recently, safety net features such as Short Term
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Conflict Alert. However, the trend is to replace the paper strips by automated systems
incorporating monitoring, conflict detection and resolution advisories into the ATC system.
How will such trends affect the controller's responsibility in the future, and in the event of a
failure, his or her ability to cope with the complex situation which occurs?

We must consider that “failure” does not necessarily mean a total system failure; it can be
partial failure of a particular but essential function, or even a logic error within a function (such
as not detecting a conflict) which only becomes apparent when the eventual loss of separation
occurs.

The very essence of improved automation is that it off-loads work from the controller. This
therefore means that, as numbers of aircraft under control increase, the work cannot be done
without particular functions. As controllers become more familiar with the automated facilities,
they will become more reliant on them, and subsequently less capable of working without them
(as in the 'glass cockpit' revolution in the aircraft, where pilots are concerned about losing
flying skills is an equivalent situation). Therefore, the failure of any automated function in the
future ATC system may well be catastrophic. The provision of an alternative backup system,
including paper strips, will not be suitable if it requires skill and experience to handle it.

The problem also goes beyond the ability of the system to carry out its functions correctly.
The design of the system interface and the way in which information is presented to the
controller will also play an important part in the future. If the controller may be misled by the
manner of presentation then will he or she be at fault, or is it the system designers who made
the specification? A design which works in some traffic configurations may not be effective in
others. If the controller is required to continuously input data to the system in order for the
system to properly detect conflicts and advise on solutions, will he or she be at fault if this is
not done? What if the interface design did not permit the controller to keep up with the inputs,
or the system response was too slow?

Verification Requirements

The human element is probably the most flexible component of a future system, but also the
most difficult to predict and verify. A recent total failure of an ATC system was due to a human
being short circuiting the back-up power supply during maintenance procedures and causing a
power surge on the main power supply, which then failed. However, it was the human element
inside the centre and at other ATC centres which coped with this problem situation and
maintained adequate separation on all flights.

The verification of ATC systems must consider a considerable number of potential
problems, and testing techniques must be elaborated to reduce these potential problems to a
minimum. However, one of the principal problems is the human element within the system,
which is difficult to verify in a formalized manner. It is therefore imperative, as new ATC
systems are designed, that one of the vital aspects must be the inclusion of the users of the
system, at all levels of design and verification; i.e., the controllers themselves. It is essential
that the users are a formal part of the development of the techniques which they will be expected
to use prior to being obliged to use them, and that they approve of the concepts and rules being
defined. It may be necessary to seek approval from the professional guilds which represent the
controllers.
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The inclusion, then, of ATC personnel in the design and verification process is a
prerequisite for safe design and implementation. This may be obvious, but there is often a trend
to define a system and then give it to controllers who then have to make it work; their inclusion
in the design and specification process is frequently too late to ensure provision of a system
which they feel they can use efficiently.

However, there is also a problem that good design may require a change of technique
compared to today's control methods. A change of technique also requires a re-training period,
to be properly proficient in the new methods. Failure to train controllers adequately prior to the
introduction of new automated features may be the biggest source of “system failure” which
will occur. It will be, without doubt, a source of delays until controllers feel comfortable with
the system. Training, in all its forms, documentation, films, lectures, computer based training,
and simulation training is a vital aspect of good ATC system design and implementation.
Controller training for new ATC systems is frequently the last aspect to be considered, and is
rarely treated properly.

Conclusion

In earlier days, the controller provided all features of the ATC system: writing strips, passing
estimates, and issuing clearances. There is already a shift away from this simple view of the
responsibilities in present day ATC systems, and the future systems will increase this even
more. It must be recognized that future ATC systems are a composite of the human and
machine working harmoniously together, and that responsibility for the provision of safety is
not for the controller alone. The machine must also bear responsibility, and that responsibility is
shared by the system planners and designers, the software and hardware architecture and
maintenance.

The system verification process must be conceived to ensure system reliability to the highest
level of safety, but it must also consider the reliability of individual components which will
contribute in the future to the complex interplay of the human and the machine.

A clear policy must be defined to fairly establish the responsibility of the controller in future
ATC systems for any failures of part or all of the ATC system on which the controller will be
dependent to carry out his functions. If conflict detection is an integral part of the future ATC
system, the responsibilities of the conflict detection system (including the designers and
implementors) must be the same as that currently assumed by the controller who, today, carries
out this function manually. Such responsibility becomes even more acute when we consider
resolution advisories.

Inclusion of ATC personnel in the design process is a pre-requisite for system reliability, as
is properly planned and adequate training adjusted to individual controller needs. Professional
controller associations and Guilds should be invited to approve the systems before and during
implementation.

Although trials, simulation, and shadow operations may all contribute to the verification
process prior to live application, there must also be a system of feedback and investigation to
trace and analyze incidents which have occurred during normal operations; to this end a
controller reporting procedure must be an obligatory part of any future ATC system. Such a
procedure should encourage controllers to comment on their experiences without fear of
retribution, even if they were at fault. The reason why they failed in a particular task may be
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due to inherent system design problems, which must be eradicated before more serious
problems can occur.

Reliance on backup systems which provide alternative solutions in case of single or total
failure will be unsuccessful if it is complex, or requires skills which may be current now, but
will become lost in future automation.

While the above proposals are not new, there is every chance that the lessons learned in the
past may be overlooked in the enthusiasm to bring in new ATC systems in the race for
improved productivity and reduced delays. These lessons may become more vital in the future,
and should be a standard part of any new system design, verification and implementation
process of future ATC systems.

ATC is primarily concemed with safety, and the expedition of traffic cannot be allowed to
compromise safety.

The views expressed in this paper are solely those of the author and do not necessarily
represent the official opinion of the Eurocontrol Agency.
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Is There A Role For A "Test Controller” In The
Development Of New ATC Equipment?

Ron Westrum CoL L

Eastern Michigan University i

Introduction

In the aviation field, test pilots have long performed a valuable function in the evaluation and
improvement of new aircraft. Through their special experience and training, test pilots are able
to provide expert feedback for the development process. Although often glamorized by films
and books, the role of the test pilot is basically that of a member of the engineering team. The
test pilot checks out the plane in the air, explores the performance envelope of the various
aircraft systems, notes "bugs” and other infelicities of the equipment, and makes suggestions
for improvements. Test pilots have unusual piloting skills, but more importantly have training
in systematic check-out and a high sensitivity to performance quirks that others might miss
(Hallion, 1981).

Testing new ATC equipment necessarily involves similar skills to test-piloting. Check-out is
expected to take place according to systematic protocols, and problems in operation are
expected to be spotted and removed. Who is qualified to do this? And what impact will the
involvement of controllers at various stages of the development process have on the
effectiveness of equipment finally released? Patrick Dujardin (1993) has suggested that early
involvement of controllers in the R & D process may discourage important advances, since
controllers will feel comfortable only with equipment that seems familiar. There is broad
agreement, in fact, that early involvement of working controllers is likely to lead to
compromises or kludge designs. The regular controller is unlikely to want to "push the
envelope.” Many observers have remarked that equipment used by the FAA, both currently and
in the near future, reflects this conservative attitude.

A test controller, however, would not share the same bias against new equipment. Note that
this is a different role from the evaluation of finished systems. The "test controller” would be
used to seeing equipment in raw form, just as a test pilot would be. Again following the
analogy with airplane development, a test controller would have to be recognized as a top
practitioner, with the respect of other controllers. Such a person's certification of the equipment
to the working controller, then, would be one guarantee that the equipment, if not trouble-free,
would be at least safe and efficient to use.

New hardware and software now face stiff resistance if they originate from someone other
than facility automation specialists. For instance, FAA-produced software for airport ATC
systems has many credibility problems. It is not perfect, and in any case needs to be customized
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to handle site-specific problems. Currently, having capable controllers is the best guarantee
against software's inadequacies. Most controllers use "so-so software developed by someone"”
as Jim Schmidt of Martin Marietta puts it. Controllers must carry on from where the software
leaves off, bridging between it and the operating situation. Potentially, certification by a "test
controller” that new equipment satisfies human factors requirements might give controllers the
confidence they need to master complex new equipments and procedures.

Another important feature of the test controller is checking out the "far corners of the
envelope.” In the R & D process, early efforts are focused on getting the system to work. But
test controllers need to try to make it fail, to exercise it, as it were, beyond ordinary limits, to
eliminate the hidden bugs. Ideally, of course, a better process would be developed for getting
error-free software. In real life, however, automated systems are likely to possess "glitches”
difficult to eliminate. For instance, a recent Wall Street Journal article reported that the
Honeywell autopilot installed in Boeing 747's behaved in mysterious ways. The FAA noted
about 30 incidents, including a recent near-crash over Thunder Bay, Canada, involving
malfunctioning autopilots. Experts have been unable to isolate the fault (Carley, 1993). Thus,
test controllers need to check the system out using "impolite” actions. This is very similar to
what Sir Karl Popper recommends in his book The Logic of Scientific Discovery: propound
bold hypotheses, and then give them severe tests (Popper, 1961).

Before we go further, however, we need to consider the innovation process itself, since a
test controller will have to fit into it. Innovation in the United States Federal Aviation
Administration is a very problematic process. We need to examine it in a bit more detail before
going further.

Innovation: A Long Haul

Charles Franklin “Boss" Kettering once said that "getting a new idea into a factory is the
greatest durability contest in the world." He might have said this about Air Traffic Control. The
current process by which new ATC equipment is introduced is slow and inefficient in many
ways.

1) There are excessive delays, on the order of a decade or more, from the time new
equipment is developed until it is actually used. Thus, by the time the equipment is
installed, it has usually been obsolete for years. It may nonetheless represent a real
advance over what was used before. Many airports function with equipment that
controllers think properly belongs in museums. This is demoralizing both to innovators
and operators.

2) An incremental approach is used. This approach forces new equipment to be
compatible with current equipment, often leading in the end to an inelegant, "kludge”
design, rather than an optimal re-design from the ground up. While each new piece of
equipment may function well on its own, nothing guarantees either its compatibility or
lack of redundancy with current equipment.

3) Use of political fiat is sometimes used to impose "quick fixes" that need better testing
before implementation takes place. In many cases these programs fail to work as
planned and thus increase barriers to further innovation. Problems include failure to
introduce new equipment effectively, to take learning curve considerations into account,
appropriate check-out by “test controllers,” and well-conceived instructional methods.



Is There A Role for a “Test Controller” ... 223

4) Very high stakes are involved in securing government contracts, leading to intense
struggles on the part of private firms to get their product accepted. Because competing
parties often resort to legal action to block or reverse decisions already made, delay is
common. As with defense contracting, the long haul involved and the "winner-take-all"
outcomes often result in selection of contractors who are good at lasting through the
many rounds necessary to win a contract; these are not necessarily the contractors with
the best systems.

The current system is designed to include three parties: private firms that do the actual
hardware development; FAA higher officials, who make decisions about which devices to
install; and controllers, who will actually use the devices, once they are officially accepted. In
principle, controllers develop needs, these needs get expressed as FAA requirements, and
private industry responds to the requirements by hardware or software innovation. But there is
a built-in paradox. The paradox is that controllers do not know what they can ask for until they
know what can be developed. Vendors, on the other hand, often do not understand what
controllers need. FAA higher authority, trying to bridge the gap between needs and products, is
hemmed in on one side by political and legal constraints and on the others by vendors Jjockeying
for contracts and FAA facilities fearful of clumsy automation.

Something of the complexity of bringing a new system on line is revealed by the failure of
the IBM® Advanced Automation System to be implemented on schedule (Burgess 1993). The
Advanced Automation System (AAS) will cost something over $4 billion to develop in a joint
effort between IBM and the FAA. It will replace the current generation of mainframe-generated
pictures for controller positions with personal computers, and will offer much more flexibility.
But the FAA continually revised the specifications, and IBM seems to have created its own
delays. The system will require something like 1.6 million lines of code, about the same order
as "Star Wars." The specification documents themselves would form a stack about three and a
half feet high. In basic terms, the contract involves the normal delays and overruns of the
typical big-ticket military weapons system project. This is not a good sign.

Since the system has long delays, attempts to get around the normal channels are common.
As Lee Paul (1979) has written, "The number of years required by an orderly development
process results in irresistible pressures to bypass the system.” This often leads to ill-considered
moves, including "designs by fiat" that not only fail but also prejudice future attempts at
innovation. The formal system also largely ignores the automation specialists (see below) and
other members of the system who often have excellent ideas, but who are not considered
partners in the innovation process. On the other hand, there has been long-term involvement of
controllers on work teams.

These complex dynamics do not bode well for getting the right control equipment to the right
people in the right time frame. A top priority for the FAA might well be to examine its own
innovation process,

Patching It Up

Ironically, the controllers often seem to do better themselves through informal networking
when it comes to customizing ATC software. While some software can be originated locally,
hardware on the other hand necessarily is produced off-site and centrally tested and introduced.
Still, because each site has slightly different requirements, software can be generic onlyuptoa
certain point. Beyond this point, software must be customized for the specific site. This is done
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through “patches": software oriented to site-specific problems, and written by local "automation
specialists.” For instance, at Detroit Metropolitan Airport (DTM) the FAA-produced A-305
ARTS-III software (introduced in 1993) was voluminous. Documentation for the software was
four large volumes, each a folio volume the size of a desk encyclopedia. The cross-reference
book alone weighed 20 pounds. Yet the software required 190 patches to adapt it to local
conditions. The automation specialists on the staff estimated that development of this
supplemental software required several months to complete, exclusive of already existing site-
specific software, which also had to be changed. In principle, software received from the FAA
is supposed to be implemented "as is."” The reality is that this cannot be.

At Chicago O'Hare Airport, for instance, there was at one time a rule that strictly limited the
number of local patches. This rule, however, did not make sense, and so was constantly
bypassed. Each time local controllers asked for a specific change, the patch would be added to
an existing patch, which clearly flouted the spirit of the rules, though superficially legal. This
bypassing of the system was never formally acknowledged. Nonetheless, the local
programmers thought FAA officials must have been aware of it.

While sites are often different, many sites share the same problems. The obvious thing,
then, is to make sure that a site has available to it any patch in the system that will solve its
problems. Although all patches used anywhere are included on a list sent to all "automation
specialists," this list is seldom seen by controllers, and is hard to interpret in any case.

There are about 200 automation specialists in the United States. They are former controllers
now responsible for software management at the control centers. They are expected to act as the
local interface between the needs of controllers on one hand and the provision of new
automation through borrowing patches or getting local technicians to do the programming.
However, they usually have their hands full with programming responsive to demands by the
local controllers for various kinds of minor fixes. One major airport had a list of 30 such
patches waiting to be programmed; this is fairly typical. These demands are often either made
by top management or presented through union channels, which makes them hard to ignore.
Useful patches, then, may often get lost in the system's complexities because they are not
available in a user-friendly way.

The automation specialists have more credibility because they are former controllers.
Knowing the job that the controller must do in some detail makes their products far more user-
friendly than it might otherwise be. But few have college degrees in computer science. Some do
not have college degrees at all. They get considerable in-service training from the FAA, but
both they and others believe that their programming would be superior if they had more
computer training.

No one knows how much of the innovation in the system is actually due to the local
automation specialists. For instance, a program called Cenrap allows the local facilities to get
radar screen pictures even if their antenna goes out, by getting information on plane positions
from more powerful Regional Center (ARTCC) radars. This program was reportedly suggested
in about 1985 by either an automation specialist or a technician who realized that capabilities
already in use, with a little extra work, could provide back-up radar pictures for facilities that
lost their radar but not their system (ARTS-III) software.

Local Content

To compensate for the system's inadequacies, informal networking often provides the primary
channel for patches to travel from one center to another. In the FAA southern region, for
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instance, an informal computer bulletin board provides information about patches. Other
information comes about through individuals who move from one site to another, or who
through union duties or curiosity circulate through the system. Actually watching a patch in
operation may be more valuable than reading an abstract about it.

Yet informal networking clearly is a second-best to a user-friendly system for spreading
information about patches. Why is there not a dedicated "patch specialist” who knows what is
available who travels through the various sites?

Similarly, site development of patches is often done partly sub rosa. Legally, patches must
be run through Washington D.C. for regulatory approval before they are used. The formal
approval process takes about a year. After approval, the patch is sent back to the site for on-line
testing. But local automation specialists do not want to send a patch through the system until
they know it works. And how do they know it works? They try it out. To try it out, they need a
computer. Often the only computer available for the purpose is the Center's main computer. It
would be best to try the patch out or a mock-up computer off-line, but mock-up computers can
cost as much as the main computer. So the patch is run on the main computer at a lull time,
such as 2 AM. Controllers will almost never try to control aircraft with experimental software.
Locking up the system would be both dangerous and would jeopardize their jobs. But without a
realistic (i.e., live) test, they do not want to release the software. So while planes are controlled
through some other method, the patch is tried out. Once it is known to work, it is sent through
the formal process.

[I was unable to gain any information regarding site-generated patches for the regional (en
route) centers. Ostensibly, all patches for regional centers must originate from the FAA
Technical Center in Atlantic City. To proceed otherwise risks severe legal sanctions.]

Higher echelons of the FAA must know that this kind of covert experimental activity goes
on, although they cannot publicly either acknowledge or condone it. However, while obviously
better than a paper check-out of the software, this "skunk works" approach has some dangers.
One of the problems is that fewer programs result from it than would if it were openly
acknowledged. Controllers and automation specialists would both get in serious trouble if they
were caught operating with an illegal patch. It would be better if the test were carried out
openly. But the best would be creation of what Lee Paul calls a "more forgiving environment,"
where experiments with patches could be run off-line, a full-scale simulation facility that could
be customized temporarily to run a Center's software.

Controllers' experience with innovation has largely been negative. Good ideas by those
lower down in the system often seem to get stone-walled or put on the back burner. Ideas that
come down from the top are often half-baked or flawed. But the strongest message about
innovation is the equipment with which controllers in the U.S.A. are forced to use. State-of-
the-art aircraft are controlled by ATC equipment which is often two or three generations out of
date. Whether the explanation for this state of affairs is politics, bureaucracy, or sheer
conservatism, the message it sends is one of stagnation and indifference. "Good enough for
government work™ seems to be the limit the controller can expect. Controllers have to be good;
their equipment is not.

Test Controllers

The innovation process for new hardware and software occurs along a timeline that can largely
be considered in three phases: research and development, preliminary testing, and full-scale
deployment. There is a role for controllers in testing new hardware and software in each of
these phases.
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Research and Development. A role in R & D means that the controller would act in the same
role as a test pilot. He or she would encounter new equipment in its formative stages and would
be able to help suggest improvements which would move the system from the prototype to the
operational stage. The FAA currently is using controllers on its work teams for the new
consoles that IBM is developing in Rockville. Some of these controllers have been on the teams
for ten years. However, unlike the system for test pilots, there is no way that the experience of
these controllers as test controllers is recorded other than in the design of the equipment. They
are simply sent back to their centers after they finish their tasks. Note also that at many ATC
facilities, local software will be tested by individuals who serve the role of test controller for
that facility, even though the term as such may not be used. Donald Pate at the Standards
Development Branch of the FAA in Oklahoma City similarly uses journeymen controllers for
his experimentation and standard-setting.

One anonymous observer pointed to a problem with the use of ordinary controllers in the R
& D process. Early involvement of routine users tends to lower the team's sights, and thus may
lead to incremental changes rather than re-design from the ground up. An example is the FAA's
use of a "Sector Sweep Validation Team" involving ordinary controllers early on in the process.
Ultimately, the console produced by the team was a kludge design, according to this individual.
Thus early involvement can lead to dangerous compromises. A "test controller,” in principle at
least, would have enough experience with the innovation process to be less bothered by radical
innovation.

A second problem to which union representative Larry Barbour called attention is the
attrition of skill among controllers who are promoted to supervisor. Several individuals noted
that supervisors could no longer be considered proficient in acting as controllers, once
promoted. During the PATCO strike, many of the supervisors actually had to do some
controlling. This was a frightening experience for some of them who had lost their skills. “I
remember watching some of these guys with sweat pouring down their backs,” said one
observer. Yet several of the [BM-design work teams contained a majority of supervisors by the
time the project was finished. One work team had one controller and eleven supervisors!
This, however, would be a problem for test controllers, too. Some method for alternating actual
control experience and innovation activities would be necessary.

Preliminary Testing. In this phase, the overall design of the software or equipment is fixed, and
the purpose of testing is to eliminate any remaining “bugs”. The role of controllers here is to act
as intelligent customers rather than test pilots per se. It is often during this phase also that
software can be customized for a particular site. Hugh Bergeron and Harold Heinrichs report
their experiences in using controller "cadres” first to test software, and second to act as trainers,
both at Denver and at Dallas/Fort Worth. These experiments seem to have been very successful,
though the system was not completely ready for them (Bergeron and Heinrichs, 1993).

Bergeron and Heinrich's cadres might be seen as somewhat analogous to the New
Equipment Introduction Details (N.E.ID.) used by the U.S. Signal Corps in World War Il
The Signal Corps, finding that newly developed equipment typically was not accepted in the
field, developed a kind of special detachment under the leadership of a Lt. Col. Jensen. The
detachment included no one without a uniform, and no one ranking above a major or below a
sergeant. It always accompanied the equipment from the point of origin (the factory) to the field
with no hand-offs. The Signal Corps discovered that this scheme was so successful that it
could not get equipment into the field without an N.E.LD. Unfortunately, the value of this
device was not recognized after the war, and so no one studied it. Its only mention in the
official history of the Signal Corps in World War II is a tiny footnote.
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Full Scale Deployment. During this phase, controllers are still important as intelligent users.
Cadres who have been used in phase 2 to work out bugs can act as brokers between laboratory
and ATC facilities to transmit information backwards and forwards between designers and
users. As equipment and software is given a full-scale test, limitations and bugs will become
apparent. Often this may mean moving the novel hard- or software to a new location, with new
demands. IBM, using Seattle Regional Center (ARTCC) as a test site, is rumored to have
eliminated phone jacks from the controllers’ positions which a "D man," used extensively in the
busier centers to work computers and assemble flight strips, could use. Protests by Cleveland
Center (and others) quickly got the jacks back. Developing effective channels for user feedback
is thus very important.

Discussion And Conclusion

Earl Wiener points out that human factors problems fixed during the R & D stage are paid for
once. When they are not fixed during R & D, they are then paid for every day. How users are
involved in the R & D process to assist in developing equipment is a critical issue. Effective
involvement can produce real improvements. Ineffective involvement can produce inefficient
kludges or systems that are actually dangerous.

The underlying problem is the management of information and ideas. To develop a really
generative system (see Westrum 1993) a great deal would have to change in the way that the
FAA innovates. Use of test controllers would solve only some of the problems. For instance,
we have cockpit resource management now for pilots; we may have it soon for controllers. But
the management of ideas in the innovation process also needs intellectual resource management.
Simply involving users is not enough. Brought in at the wrong point in the development
process, users can block or compromise innovation. User involvement must be carefully
considered. A test controller may be one solution to this problem. It might be necessary to have
several kinds of test controllers (en route versus TRACON, for instance). No doubt further
problems would surface in getting test controllers into operation.

I would recommend that the FAA engage in a series of case studies of controller
involvement in the innovation process. A systematic comparison of effective and ineffective
cases would do much to clarify what we ought to do in the future. Unfortunately, I have been
unable to find any cases where test controllers have been used. Perhaps we need to create
some, to see how they work!
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Background

The recognition of the importance of human factors to system safety, especially in aviation, is
constantly increasing. Foushee (1993), in his keynote address at the International Civil
Aviation Organization (ICAQO) Flight Safety and Human Factors Symposium, even talked
about the "human factors revolution", emphasizing how quickly human factors thinking has
infiltrated the world of aviation and high technology in some parts of the world.
Consequently, human factors concepts have to become institutionalized into the aviation
culture. In order for this to occur, the FAA (in its 1990 National Plan for Aviation Human
Factors) amongst others is placing stronger emphasis on human factors as part of aircraft and
avionics certification requirements (Foushee, 1993).

This claim for stronger consideration of human factors principles in the designs of complex
and integrated man-machine systems, or at least of the human computer interfaces, is the
reaction to changes and foreseen further future changes in the aeronautical world. These
changes have and will have a great impact not only on the aviation community, especially the
operators such as pilots or air traffic controllers, but also on the society as a whole.

Advanced automation in aviation, including its implications for the users as well as for
safety concerns, is the main point at issue. It has evoked considerable controversy among the
different groups involved, the users, the manufacturers, the scientists and the regulatory
agencies. Scardigli (1991) identified antagonistic mental representations of designers, pilots
and air traffic controllers concerning their present and future role, their vision of the ideal flight
and desirable future changes as major roots for this controversy illustrating the struggle for
power in the aeronautical world at the same time.

Besides, aircraft accident/incident analysis in aviation, as well as in other non-aviation
environments (e.g. nuclear power accidents, ferry, tanker or train accidents), identify human
performance problems, the so-called “human error”, as major contributing factor. Taking the
expected future air traffic growth into consideration, this would lead, in the next couple of
decades, to a major aviation accident every week despite considerable improvements in
technology (Foushee, 1993).

Undoubtedly, this very broad categorization called “human error” caused a lot of
misunderstandings. Berninger (1991), for example, tried to clarify the role of human error in
aircraft accidents by stating that the conclusion of human error only proves that the human
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could have prevented the accident but not that the human (pilot) caused it. Instead, he argues
that the system characteristics working against human performance cause the human to fail.

According to Foushee (1993), there is enough evidence that the automation philosophy —
automation being an easy way to remove human error from the system — has to be critically
examined and that new, more "human-centered" approaches to automation have to be
considered. Berninger (1991) emphasized that systems which are compatible with humans
seem to be a promising approach to further system safety improvements.

The idea of human factors certification has to be seen in this context. One approach to
reaching the goal of generally more human-centered automation or technology is by putting
pressure on system designers to incorporate human factors considerations into the design
process.

Definition of Terms

According to the Austrian law of accreditation (Austrian Standards Institute, 1992),
certification is defined as the formal certificate of conformity carried out by accredited
independent representative impartial third persons or bodies. Certification is a forced legal act
based on documented and accepted rules, procedures and processes. It is the end and result of
a process of checking whether the subject of certification fulfills defined requirements.

Certification is, above all, a measure of quality assurance, often connected with safety
goals. Only those products or systems which have proven their conformity to safety goals are
allowed into operation. Thereby, the period of validity of certification might be limited or
unlimited according to the subject of the certification.

Human factors certification is just a specification of the subject that has to be certified. It is
meant in the sense of certification of human factors. Following this understanding, human
factors certification means to certify human factors issues as part of general system
certification. Therefore, the above mentioned general definition and principles of certification
are valid too.

Problems of Human Factors Certification

At the Congress of the German Psychological Society held in Zurich in 1980 Bischof called
for the "Galileo of psychology" meaning that psychology is still in the stage of astronomy at
the end of the 15th century (cited after Barglik, 1993). While the natural sciences or technical
disciplines progress in a more and more accelerating way, plunging into areas like artificial
intelligence, virtual reality or non-linear self organizing systems, the behavioral sciences in
general have no substantial impact on research programs determining man's presence or
future.

This leads to the question of whether psychology or behavioral sciences in general already
have a sufficient level of sophistication in order to carry out human factors certification. Are
there ways to asses human factors other than by certification? It might be more fruitful to
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improve established procedures instead of introducing human factors certification. Especially
in the aviation environment, there are established procedures concerning aircraft, accidents,
operation and people which might be corrected or extended (e.g., Paries, 1994).

What makes human factors certification so difficult?

One of the particular problems of behavioral sciences are the so-called “soft data.” Human
behavior is not deterministic but rather probabilistic by nature. Human behavior depends on a
lot of conditions from inside the individual and the outside world, from past experience and
future plans and expectations, from man's interactions with others but also from social,
political and economical conditions and developments. Humans are in a permanent process of
adapting themselves to the external world as well as adapting the external world to their needs.
Therefore, measuring methods, results and predictions are not that exact in behavioral sciences
compared to natural sciences.

This leads to basic questions about human factors certification: which degree of certainty is
certain enough, how to define human factors standards, how to consider cultural differences,
where to set cut-offs, is it enough to identify components which are negative or is it necessary
to distinguish between optimal and still acceptable solutions and what is the price for it, e.g.,
the loss of safety?

Undoubtedly, focusing on human factors certification is something new. Until now, the
activities of the national and international standardization bodies are concentrated on testing,
inspection and certification of products, processes, services and quality systems from a
machine-centered engineering point of view. Human factors aspects primarily flew into
ergonomical standards, e.g., standards for the optimal physical layout and anthropometry of
operators' workstations. Concerning standards for quality management and quality system
elements (e.g., ISO 9004-2), human factors are restricted to education and training
requirements as well as to measures enhancing the motivation of service personnel.

Approach to Human Factors Certification

Starting with human factors certification, there is a great deal of work to do. The what, how,
when, where and who questions have to be thoroughly discussed during the workshop, but
the workshop was just the beginning. Therefore, this paper cannot present solutions to all the
open questions. It can only point to some aspects which seem to be important.

Guidelines of Human Factors Certification

As a first step, guidelines of human factors certification have to be established by a
multidisciplinary working group (including human factors experts, designer, user,
representative of regulatory authority, expert from Standards Institute). These guidelines have
to refer to the prerequisites of certification which are the goals, criteria, measures, methods,
processes, standards, testers, test procedures, check and examination system and penalties. It
is necessary to keep the specification of these prerequisites general and descriptive, not only in
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order to be valid for different man-machine applications, but also because of lack of experience
with human factors certification considering the problem of soft data as well.

At the beginning, human factors certification should aim at minimum standards and at
eliminating poor design. It should not aim at average or maximum standards which are far
more difficult to check. This is according to the certification practice in general.

Model of Human-Centered System Issues

In the context of what should be certified, a general model of human-centered system issues
which can be applied to different man-machine systems is an important aid. Harwood (1993),
for example, introduced an approach distinguishing three broad categories of human-centered
system issues which all have to be considered. These categories, which have to be specified
according to the context of domain (e.g., ATC, flightdeck, power plant), are technical
usability, domain suitability, and user acceptance.

Technical usability refers to perceptual and physical aspects of the human computer
interface. Domain suitability refers to the content of information and display representation for
domain tasks as well as functionality and decision-aiding algorithms. Finally, user
acceptability refers to the ease of use and suitability of the system for supporting cognitive task
requirements as well as to aspects of job satisfaction (Harwood, 1993).

Based on such a model, a comprehensive list of relevant human factors requirements can be
elaborated for each new system.

Tools for Human Factors Certification

Common tools for certification purposes are handbooks which are available for human factors.
Yet, they are not sufficient.

Even if they cover a very broad area of knowledge, human factors is evolving so rapidly
that any test more than a decade old cannot do justice to its current state (Kantowitz, 1993).
Moreover, considering the specificity of human behavior and the strong influence of the
physical and social environment on man's behavior which was demonstrated by the work of
Mischel (e.g., 1971, 1973), handbooks are of limited value in order to evaluate new system
from a human-centered point of view. General human factors principles have to be adapted,
modified and evaluated in regard to the specific application.

Due to the limited value of handbooks, it is necessary to strongly focus on empirical data,
revealed by testing and evaluation, especially on validation studies.

Validation was thoroughly discussed at the NATO ASI in Portugal, 1992 (Wise, Hopkin,
& Stager, 1993). Based on this, a lot of information is available on how to check and evaluate
validation results.

Institutionalization of Human Factors Certification
There are several possibilities regarding how to institutionalize human factors certification. At

least from an Austrian perspective, the most realistic way is to establish a collaboration with
the existing national standardization bodies which are members of the ISO (International
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Standardization Organization) in order to link human factors certification as close as possible
to existing certification.

Persons or institutes who or which are qualified should be accredited. One might refer to
guides like the EN 45011-13 or the ISO/IEC Guide 40 on general requirements for the
acceptance of certification bodies.

Conclusions

As far as total automation is not realized, the combination of technical and social components
in man-machine systems demands not only contributions from engineers but at least to an
equal extent from behavioral scientists. This has been neglected far too long. The
psychological, social and cultural aspects of technological innovations were almost totally
overlooked.

Yet, along with expected safety improvements the institutionalization of human factors is
on the way. The introduction of human factors certification of complex man-machine systems
will be a milestone in this process.
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Introduction

In recent years there have been immense pressures to enact changes on the air traffic control
organisations of most states. In addition, many of these states are or have been subject to great
political, sociological and economic changes. Consequently, any new schemes must be
considered within the context of national or even international changes.

Europe has its own special problems, and many of these are particularly pertinent when
considering human factors certification programs. Although these problems must also be
considered in the wider context of change, it is usually very difficult to identify which forces
are pressing in support of human factors aspects and which forces are resisting change.

There are a large number of aspects which must be taken into account if human factors
certification programs are to be successfully implemented. Certification programs would be
new ventures, and like many new ventures it will be essential to ensure that managers have the
skills, commitment and experience to manage the programs effectively. However, they must
always be aware of the content, and the degree of certainty to which the human factors
principles can be applied — as Debons and Horne (1993) have carefully described.

It will be essential to avoid the well known pitfalls which occur in the implementation of
performance appraisal schemes. While most appraisal schemes are usually extremely well
thought out, they often do not produce good results because they are not implemented properly
and staff therefore do not have faith in them. If the manager does not have the commitment and
interest in his/her staff as human beings, then the schemes will not be effective.

Thus, one aspect of considering human factors certification schemes is within the context of
a managed organisation. This paper outlines some of the management factors which need to be
considered for the air traffic control services. Many of the points received attention during the
plenary sessions while others were covered by the working groups when the question arose of
how various aspects of human factors certification programs would be managed.

Management and organisational issues will certainly need to be included in any frame of
reference by those who may be involved in developing certification programmes.
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Definition of Human Factors

The concept of human factors issues is broad and still somewhat vague as the subject tends
to include any aspect of human behaviour. However, experience in the design, operation and
maintenance of large and advanced systems has shown that there is 2 human element which
needs to be more carefully considered if the system is to perform as required. Unfortunately,
there are still too many glaring examples of poor human factors aspects, and delegates to this
workshop described numerous examples.

A formal definition of human factors is difficult, but many groups, such as The European
Study Group for Human Factors in ATC (1991), have accepted the MANPRINT (1991)
definitions of human factors as a useful guide:

+ Manpower

* Personnel

¢ Training

« Human factors engineering
« System safety

+ Health hazard assessment

Attitudes

There is no doubt that most management and certainly most employees in air traffic control have
negative attitudes to the concepts of human factors and human-management techniques. Most
instructors of management courses, especially those for technical personnel, know the
problems which arise when it is suggested that there are theories for dealing with people. There
is an initial suspicion that the instructor is suggesting that the theories will provide answers for
dealing with Life, the Universe and Everything (Adams, 1982). It takes time to persuade them
that the theories serve as a framework for putting the “human” problems into context and some
theories can provide guidelines for dealing with the problems. When the term “psychological
theory” is introduced, unease appears due to the trainees not appreciating the difference between
psychologists and psychiatrists. The former implies that the other person is the probiem, but
that is OK, while the latter implies that I am the problem, and that is certainly not OK!

Such attitudes are varied between types of industry and the type of staff employed for certain
types of work. Again, this varies from country to country and it is interesting to see the
different responses to situations, such as those described above, by controllers and technicians
from the various European countries in comparison to those from other countries.

It would be interesting to study the more highly educated leaders of the air traffic services,
and see how receptive to human factors certification ideas they are, then compare them with
those of more modest academic levels of achievement. Any such assessment would, of course,
run into the problems of cultural issues. The latter aspects consistently arose during
discussions, and there is no doubt that much more needs to be done in this area with respect to
ATC if European integration is to be achieved successfully.
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The matter will certainly need to be addressed if such schemes are to have support from the
tops of the organisations. With the decline of the renaissance man there are now too many
managers who confuse the issue of human factors with the old themes of the Humanists and
their suggestion that achievers are not sufficiently interested in the human being.

A regular comment at the workshop was the difficulty that human factors experts had in
trying to communicate with top management. In practice, much of the misunderstanding and
confusion is a result of fear that manifests itself in outright antagonism to acceptance of human
factors issues. But of what are they afraid? Is it that the human factors experts are seen in the
“parent” role? Perhaps they are identified with those other “parent” figures, the
teacher/instructor/ lecturer/professor, who knew them so well and perhaps knew that they were
not up to the job?

As usual, the writers of fiction are ahead of the managers of reality, as novelists can express
their views without having to substantiate their comments or deal with the practical issues.
Nevertheless, the comments can be valid and pertinent as is shown in the following quotation
from Thomas Mann’s “The Magic Mountain” (1960) where Settembrini says:

We humanists have all of us a pedagogical itch. Humanism and schoolmasters —
there is a historical connection between them, and it rests upon psychological fact:
the office of schoolmaster should not — cannot — be taken from the humanist, for
the tradition of the beauty and dignity of man rests in his hands. The priest, who in
troubled and inhuman times arrogated to himself the office of guide to youth, has
been dismissed; since when, my dear sirs, no special type of teacher has arisen.
The humanistic grammar-school — you may call me reactionary, Engineer, but in
abstracto, generally speaking you understand, I remain an adherent -

If we are to convince antagonists, we will need to answer such questions as: have managers
rejected the values and urgings of the priest, will human factors experts have to overcome
consequent feelings of guilt and is antagonism based on a feeling that if the human factors
expert was good enough he/she would be in a line managerial job?

If the above ideas are correct, then the human factors experts will have to:

* Mount a massive public relations exercise to convince the line management staff that
human factors issues are important,

* Give concrete evidence to line management staff that human factors schemes will
increase performance, quality, capacity, etc.,

* Be prepared to give firm advice and say if human factors aspects are not satisfactory.

Organisational Tasks

Strictly speaking, the whole organisation should be analysed as a total system of interacting
parts. However this does require great effort and it is questionable whether such a large
“picture” is indeed meaningful.

However, this question may be answered by the present National Plan for Aviation Human
Factors of the FAA (1990). The program is certainly comprehensive and realistically aims to
put implementation responsibility down into each line unit of the organisation.
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It is often more appropriate to select a few key tasks of the organisation, starting with the
end user of the system, and concentrate on the most significant interactions.

For instance, what do air traffic controllers actually do and how do they do it? When these
aspects are established, we can provide better management for the activities in general and
ensure that they receive all aspects of information support which they need — as opposed to
what they think they need.

At present, there are a number of programs which are intended to address these matters.
Unfortunately there was no mention at the workshop about the FAA's efforts with the SASHA
programme, those undertaken for Eurocontrol by PA Management consultants as part of the
EATCHIP programme and the studies, for the CAA of the United Kingdom being carried out at
Roke Manor Research by Day (1993), and others.

However, the definition of the tasks must be related to the nature of the organisation, the
type of management, and the leadership styles. The effect of the latter on the other aspects has
been extensively studied (Handy, 1985) with particular attention given according to directive
against consultative styles of management.

It is interesting that most staff seem to believe that a more consultative style of management
will produce the best fits for achieving task requirements in conduction with the needs of the
organisation, the team, and the individuals. That this is not necessarily so was indicated by
Fiedler (1967), who has shown that both styles can be effective if used appropriately. He also
states that an individual's style cannot be changed through training, as style is a stable
characteristic of the individual. However, this view is refuted by Vroom (1973), who believed
that a leadership development programme can enable a person to widen his or her range of
management styles and so be more appropriate to a particular situation.

There is a need for a study of this contingency approach to leadership and management in
the air traffic services in order to establish more understanding about the relationships between
the different tasks. A very subjective attempt to place these factors onto a bar chart (Figure 1)
shows up the wide misfit which can occur, and possibly explains why there are so many
problems in the air traffic control services. These occur despite the evidence that controllers
actually enjoy the detailed workings of their job, and that their monetary rewards are generally
towards the higher end of the remuneration scale.

Organisational Structure

The type of organisation will play a significant role in how a certification programme is carried
out. Unfortunately, many organisations have not fully clarified their objectives, how they are to
be achieved, and how the various elements of the organisation relate to each other. Thus,
misunderstandings and dissatisfaction will occur when an organisation attempts to introduce
new schemes without having a clear understanding of the context into which the new scheme
must fit.
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Figure 1. Management styles in ATC

Organisations can be classified in many different ways depending on performance or other
criteria which need to be analysed. Burns (1968) distinguished three forms of organisation as
mechanistic (i.e., bureaucratic), organistic (i.e., flexible), and pathological. Westrum (1993),
however uses the more colloquial terms of normal, healthy, and sick!

Modern practice is to consider that individuals and teams can operate more effectively and
with more motivation in organic style organisations as opposed to the more mechanistic forms.
Thus, organisational development should start with a careful definition of the task or tasks to be
achieved, and then consideration should be given to the individual and team requirements for
maximum efficiency in achieving the task.

Most air traffic control organisations, however, have traditionally had a mechanistic
structure, even, to some extent, with a slightly militaristic attitude. Now, many of them are (or
have done so) attempting to change (with varying degrees of success) into organic forms in
order to meet modern task and personnel requirements.

One of the dangers in attempting to change an organisation is the problem of becoming stuck
in the pathological form. This can often come about by upper management trying to move the
organisation from the mechanistic to the organic, but without wishing to lose the benefits of the
former. Of course, “benefits” can imply material benefits or intellectual ones which provide a
comfort zone based on previous experience.

This situation is particularly evident where government controls the organisation. This was
recently seen in the case of Aer Lingus (1993) being required to become a realistic commercial
operation but at the same time being directed by the government to operate its transatlantic
flights via Shannon, which increased costs.

The present interest in privatisation — or more correctly “commercialisation” — of the air
traffic control organisations has provided additional pressure for a move to more organistic
organisational forms. But this in turn has necessitated a change in attitude among many staff
who were formally civil servants. Unfortunately, in some cases a new problem has occurred
through staff sectorisation because some of the changes have been more beneficial to certain
personnel than others. Consequently, many of these organisations may be actually moving into
the pathological state while offering a window dressing of go-getting private attitudes!
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The Team

In any organisation, there are many teams operating at different levels. These are mostly inter-
dependent but effort has to be expanded by the management to ensure that each understands its
role and its relationship to the other teams.

Definition of the organisation’s task should start with the end user team, but this should not
necessarily imply any superior position. In fact, each team should see itself as an end user of
another teams product and a supplier of a product (perhaps as in-house consultants) to another
team or teams.

However, superior teams will arise if certification programs are introduced for some
personnel but not for others. Initially there may be acceptance of the situation, but whereas
equipment has an accepted life span and generally keeps to that if the original specifications
have been adhered to, humans have a habit of changing according to circumstances. Thus,
certified but poorly performing individuals introduce accentuated problems into the teams.

Hence, certification programs must give close attention to team composition and the shelf-
life of the certified personnel! This therefore introduces the need for currency checking and the
consequent costs of maintaining such programs. In addition, consideration must be given to the
degree to which the certification process can slow down an operation and whether the process
is counterproductive to ensuring that an organisation is adaptable to changing requirements as
Hancock (1993) strongly urged.

The role of human factors auditing programmes needs much more consideration as a way to
overcoming many of the disadvantages of certification as this process would also leave line
managers in control of their operation.

Regulation

In Europe, there are a wide variety of certification standards and training schemes, and so
mobility of staff is either difficult or impossible in many cases. There are two possible solutions
if common acceptance is to be achieved:

« Each state could recognise the qualifications of personnel from other states; how the
training was performed is the concern of each state. This, of course, requires a careful
definition of what each qualification allows the holder to do and the context in which
the task can be performed.

* The qualifications and training programmes are integrated throughout the European
states. This requires very careful definition of the knowledge and skills which are
required for the qualification, establishing other conditions which must be applied, and
how standards are specified, set, and checked throughout the large number of states
concerned.

At the moment, there appears to be pressure in Europe for the latter solution and a feeling
that the problems can be overcome. The problem of maintaining common standards for training
air traffic controllers was addressed by Baldwin (1988) some years ago, when he suggested the
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establishment of external examiners, where “external” means from another state. Initially, the
external examiner would only act as an observer, but offer comments on how a similar situation
would be addressed and dealt with in his/her own organisation. Naturally, there would be
problems because each ATC system has grown up in its own way and comparisons are not
very easy. However, as Europe moves towards an integrated system, then a common
certification program becomes feasible.

A major requirement for these external examiners will be that they have a strong sense of tact
and a serious desire to study the other country's system, appreciate how it is structured, how it
operates, and the context of the operating system.

A similar scheme for the certification of aircraft is presently run by the Joint Aviation
Authority (JAA), which is an associated body of the European Civil Aviation Conference
(ECAC) through its MAST program. This consists of several expert groups being formed from
staff of the member states but with a briefing from the Technical director of the JAA. These
groups, in fact, are integration groups for the maintenance of standards and are therefore very
welcome by each member state.

The JAA scheme is appropriate as aircraft are common to the various airlines of the different
countries, and thus common requirements are relatively easy to apply. The same conditions will
not apply to the air traffic control until there is an integrated system. However, a start will need
to be made and there is no reason why some form of central bureau should not be established.

In fact, during the workshop an interesting exercise compared possible requirements for the
certification of advanced air traffic systems with those presently applied to the certification
processes of developing a new aircraft. This showed that much more thought needs to be given
to which stages require the involvement of human factors specialists, to what extent they should
be involved and who the specialists should be. In short, there appeared to be a need for a
progressive change from human factors certification to checking, and then auditing as an
overview.

Of course a major problem is that present organisations such as Eurocontrol, ECAC, the
European Commission and the JAA need to redefine their terms of reference with respect to
what they can best achieve, what they are good at, what authority they can wield and how they
relate to each other.

The Leader and Technological Change

At one time, the leader could develop his or her technical skills, expand into leadership skills
and then apply them until retirement. However, with the present rate of change, this method of
working is no longer possible and, in fact, can cause obstruction to new schemes from the top.

Although this phenomena is not particularly new, it is so in terms of the rate of change
together with the need to place more emphasis on the human factors elements. However, the
workshop did bring out the fact that whilst many managers are expert in dealing with the
component parts of systems, they might not be expert in dealing with the special aspects of the
whole system — especially when it is advanced and large. As certification of the system
therefore becomes particularly difficult, we will need to reconsider who should be carrying out
the certification process, the methodology used and who endorses the certificates.

Toffler (1970) made an impact with his book Future Shock at the beginning of the seventies.
In one section, entitled “Taming Technology” he noted:
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Given that a majority of men still figuratively live in the twelfth century, who are
we even to contemplate throwing away the key to economic advance? Those who
prate anti-technological nonsense in the name of some vague 'human values' need
to be asked 'which humans'? To deliberately turn back the clock would be to
condemn billions to enforced and permanent misery at precisely the moment in
history when their liberation is becoming possible. We clearly need not less but
more technology.

While many of these terms would need to be changed depending on the topic of discussion
and the environment under consideration, there is no doubt that the views still echo much of the
thinking in the air traffic services. Certainly, at the general discussion of the 1992 Advanced
Study Institute (Wise, Hokin, & Stager, 1993) there were many views expressing resistance to
the introduction of advanced automation. At times, there appeared to be a mind-set on the role
of humans and whether they should adapt to automation. The main problem was the mind-set.
Are we locked into set opinions, politically correct thoughts? Will these proceedings be able to
break out of this straightjacket?

For this workshop the constraint for consideration was the degree to which human factors
experts would commit themselves to certification because of the question conceming validity,
or just not wanting to commit themselves in the way that operational staff have to. To some
extent the matter was addressed, but there is still a suspicion that discussion and advising is
easier that giving firm recommendations!

Westrum (1991) has taken the theme further (chapter 8 of section 3, Originators and
Managers of Technology) by analysing the intellectual resistance to innovation in terms of
failures of imagination and failures of nerve. The examples given from military operations make
useful parallels for air traffic where safety is the priority factor.

However, at a recent ATCA Conference (General Discussion, 1993), the message from
many speakers was that we now have enough technology to meet whatever technical task is
required. What is needed now is the individual and team ability to use the technology. Baldwin
(1991) pointed out that if the human element is ignored in the present massive European
expenditure on new air traffic control systems and equipment, then the result might be no air
traffic control capacity increase at all!

Conclusion

The comer has been turned, but the human factors experts must conduct their work and present
their results in forms which are readily understandable to the leaders, managers, engineers and
operators. That is, the Human Factors experts must now study themselves and how they relate
to their clients!

This message has been made several times in this paper and it was made strongly on the last
morning of the workshop.
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Evaluation in Context: ATC Automation in the Field

Kelly Harwood & Beverly Sanford B

Sterling Software

Introduction

Certification is defined as “attesting as certain” (Flexner & Hauck, 1983). "Certainty" however
may be a rare commodity when the introduction of new technology into an existing system can
"...destroy the blanket of established know-how" (Rasmussen & Goodstein, 1988; p. 179). It
is impossible to foresee all emergent properties and interactions between system components
and their implications. A complete set of requirements and criteria for safe and efficient system
functioning is difficult, if not impossible, to define in advance of system implementation. Once
the system is in an operational environment, requirements may need to be rejuvenated due to
our imperfect foresight and lack of understanding. Christensen (1958) has referred to this
dilemma as the "omnipresent criterion problem.”

One way to tackle this dilemma is to incorporate field testing early in the system
development cycle. This paper describes the field assessment process that has been applied to
the development of an advanced ATC automation system, the Center/TRACON Automation
System (CTAS). Field testing provides insight into the true characteristics of the system; that is,
how it actually operates and any emergent properties as a function of being integrated into the
operational environment. Such insight provides guidance for capturing and refining meaningful
requirements for system verification and certification. By delaying field testing until late stages
of development, solutions to design problems are likely to be technology driven with
validation, verification, and certification relying on context-free guidelines for human-computer
interaction.

Field testing conducted early during the development and demonstration phase of system
development affords exploration of the user's experiences with the system in the context of
their work domain. It provides the opportunity to understand the implications for system design
of the interdependencies between the physical environment (lighting workplace layout), task
domain (goals/functions of the domain) and work activities (social aspects of team coordination;
sources of motivation and job satisfaction). The richness and complexity of these context-based
factors and the relationships between them is not accessible through design guidelines or
standards. Guidelines and standards cannot provide insight into effective design solutions
when system performance is highly contingent on context (Meister, 1985; Gould, 1988). Early
field testing promotes the development and validation of a tool as a problem-solving instrument
(Woods, Roth, & Bennett, 1990), thereby increasing the likelihood of a match between the
system's capabilities and its context of operation (Rasmussen & Goodstein, 1988; Bentley et
al., 1992),
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The FAA TATCA Program recognizes the importance of early field testing for the
development and validation of advanced ATC automation. It is presently using rapid
prototyping and early field exposure as part of the development of CTAS, using on-site system
evaluations with active controllers and representative traffic flows and conditions. Iterative
field testing is regarded as integral to the development process, with the objective of achieving a
match between the system and context for its use. This approach deviates from traditional
approaches to ATC system development and will expedite a possible national deployment of
CTAS. Embracing the context of the ATC domain is particularly important because of our
limited knowledge of the impact of advanced information technology on controlier/team job
performance and the stringent requirements for maintaining ATC system safety and continuity
during system transition (Harwood, 1993).

The first section of the paper provides a brief description of CTAS, followed by an
overview of the field development and assessment process in the second section. In the third
section, particular attention is paid to the structured assessments of CTAS. These assessments
take a principle-driven approach, drawing on principles, perspectives, and methods from
human factors engineering, cognitive engineering, and usability engineering. Activities are
described that include the identification of human-centered system issues to help guide the
collection and interpretation of data, method selection and tailoring, data collection, data
analysis, and interpretation. Examples are provided of the types of findings that are a
consequence of this development and assessment process. The fourth section discusses
requirements definition and rejuvenation. This paper is not a comprehensive review of all
possible methods that could be used, but rather a description of those that have been applied in
tailoring a process to bring CTAS functions to a level of stability and usefulness. Emphasis is
on the mechanics of executing the process, with mention made of the nuances of conducting
development and assessment at an operational field site.

CTAS

CTAS is an integrated set of automation tools, designed to provide decision-making assistance
to both Terminal Radar Control (TRACON) and Center controllers via planning functions and
clearance advisories. CTAS consists of three sets of tools: the Traffic Management Advisor
(TMA), the Descent Advisor (DA) and the Final Approach Spacing Tool (FAST). CTAS
development has involved thousands of hours of laboratory simulation with controllers to refine
and extend algorithms and to enhance the user interface. In order to bring system functions to a
level of operational stability and to provide information to air traffic and system development
organizations on a possible national deployment decision, further development and validation is
being conducted at FAA ATC field sites. TMA is the first CTAS component to undergo the
field development and assessment process and will be the focus of discussion for this paper.
(For further information on CTAS see Erzberger & Nedell, 1989; Tobias, Volcker, &
Erzberger, 1989; Davis, Erzberger, & Green, 1991; ATC Field Systems Office, 1992;
Erzberger, 1993.)

TMA has been developed for use by the traffic manager at traffic management units within
Air Route Traffic Control Centers and TRACON facilities. Unlike controllers, traffic managers
do not control traffic directly. Instead, they monitor the demand of arrival traffic into the center
and terminal areas, coordinating with TRACON, center, and tower personnel, making



Evaluation in Context: ATC Automation in the Field 249

decisions to balance the flow of traffic so that tr